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Abstract— In this paper, we investigate the maneuverability
performance of human teleoperators on multi-robots. First, we
propose that maneuverability performance can be assessed by
a frequency response function that jointly considers the input
force of the operator and the position errors of the multi-robot
system that is being maneuvered. Doing so allows us to evaluate
maneuverability performance in terms of the human teleoper-
ator’s interaction with the controlled system. This allowed us
to effectively determine the suitability of different haptic cue
algorithms in improving teleoperation maneuverability. Perfor-
mance metrics based on the human teleoperator’s frequency
response function indicate that maneuverability performance is
best supported by a haptic feedback algorithm which is based
on an obstacle avoidance force.

I. INTRODUCTION

The use of a multi-robot system can, oftentimes, deliver
an improvement in the solution quality and completion times
of tasks, relative to a single robot system [1], [2]. By
exploiting a local synergy among component robots, such a
distributed behavior-based approach holds additional advan-
tages, such as higher performance in simultaneous spatial
domain coverage, better affordability as compared to a sin-
gle/bulky system, robustness against single point failures [3].
To date, considerable research efforts have been invested in
developing the control design of fully autonomous multi-
robot systems. In comparison, it is only in recent years
that research has started to address the interaction process
between human operators and multi-robots, in particular
from a bilateral teleoperation perspective [4], [5], [6].

Multi-robot systems that involve the use of Unmanned
Aerial Vehicles (UAVs) have received considerable attention
from the research community due to their high motion
flexibility and their obvious use-potential in dangerous and/or
unaccessible locations (e.g., pesticide-spraying, landscape
survey, and surveillance/reconnaissance) [7]. Because of this,
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it is important to consider the bilateral teleoperation of multi-
ple UAVs and to understand how human control performance
can be assessed within this context.

In a previous paper, we proposed a passive teleoperation
control scheme that allowed a desirable UAV swarm forma-
tion to be maintained, by avoiding obstacles and maintaining
system stability [8]. In a related study [9], another bilat-
eral teleoperation controller was described which promoted
flexibility in UAV formations, by adjusting the connectivity
between UAVs according to their immediate environments.
In these studies, we focused on developing a bilateral teleop-
eration strategy that allowed multiple UAVs to be controlled
more efficiently and robustly [8], [9].

The overall performance of a bilateral teleoperation system
tends to be highly influenced by the human operator’s
command. This is especially true in the case of multi-robot
systems due to their more complex dynamics and interac-
tions. In addition to visual feedback, accurate commands
in teleoperation control can also rely on haptic feedback
from a remote site. For example, the availability of the
appropriate haptic cue feedback can be shown to heighten
the perceptual awareness of the human teleoperator over
the remote environment that is inhabited by the multi-robot
system [10].

There are several objectives in the bilateral teleoperation
of remote vehicles. To begin with, the teleoperator’s accurate
perception of the remote environment has to be supported
in order to avoid collisions between the controlled vehicles
and environmental obstacles. As mentioned, the provision of
appropriate haptic cue feedback can facilitate this, especially
when environmental obstacles are not visually detectable
due to the limitations of on-board camera (e.g., restricted
field of view (FOV), poor camera resolution, or slow vi-
sual update rate) [11], [12]. Next, the operator should be
able to accurately control the slave system to move along
any desired path. Traditionally, assessments of how this is
performed has been described purely in terms of tracking
error or deviations of the actual path from the desired path.
It is less frequent to consider control efforts of the human
operator in this context. Nonetheless, it can be argued that
maneuverability performance is considerably enhanced when
the same tracking performance can be achieved with less
control effort. This is especially true for multi-robot systems
which can be expected to require more control effort for
effective maneuvering compared to single-robot systems.

Frequency response analysis using transfer functions is a
general approach in analyzing performance in the domain of



bilateral teleoperation (e.g., transparency in [13], and posi-
tion and force tracking in [14]). Likewise, the relationship
between the teleoperator’s control effort and maneuvering
accuracy can be analyzed in terms of a frequency response
function for the evaluation of maneuverability performance.
Maneuverability has previously been proposed to be an
important measure of the effectiveness of master-slave sys-
tems [15]. However, this work focused specifically on the
transmission of position and force errors between the master
and slave. This was done by taking into account the control
effort of the operator, a dynamic model for the environment,
and a local controller for the master and slave. Specifically,
the operator’s control effort was not directly measured in a
user study, but was instead simulated based on an impedance
model of the human operator and the environment.

This previous study was limited in two regards. First, their
indices for the maneuverability do not accurately represent
an effect of the operator’s force on the maneuverability.
The proposed indices are calculated using the human force
output of the operator’s impedance model. However, using
the same human force model to evaluate different bilateral
teleoperation systems is questionable, since, in practice, the
real human force/impedance will be different depending on
the particular teleoperation system. Second, it is generally
acknowledged, even in [15], that it is difficult to reliably
model the impedances of the human operator and the en-
vironment, i.e., the components constituting the operator’s
control effort. This is because they are likely to vary non-
linearly over time as well as across different situations. In
light of this, it is preferable to evaluate bilateral teleoperation
systems with direct measurements of human behavior, by,
e.g., exploiting suitable force sensors placed at the master
side.

The objectives of the current study are two-fold: first,
we propose that maneuverability performance of multi-robot
systems can be evaluated in terms of a frequency response
function that jointly considers the maneuvering accuracy and
the control efforts of the human teleoperator. Second, we
report a psychophysical study that employed this approach
in evaluating three candidate algorithms for haptic feedback
cues with regards to their role in enhancing maneuverability
performance during bilateral teleoperation. These algorithms
are based on the UAVs’ 1) velocity information, 2) prox-
imity to obstacles in their remote environments, and 3) a
combination of these two sources of information.

The structure of this paper is as follows. First, a concept
of the maneuverability is presented and metrics for it are
defined in Sec. II Following this, we review our previous
framework for the haptic teleoperation of multiple UAVs and
three haptic feedback algorithms. Finally, we provide a psy-
chophysical evaluation of these haptic feedback algorithms,
using our recommended metrics, to determine the algorithm
that achieves the best level of maneuverability.

II. MANEUVERABILITY

A. Position Tracking in Time Domain

In conventional teleoperation research, the position track-
ing ability of the slave is typically evaluated by estimating the
discrepancy between the position of the slave and the master.
In the current work, we are concerned with the discrepancy
between the position of the slave and a reference position on
the path that the teleoperator intends to maneuver. Therefore,
position tracking error is defined as e(t) := x̄(t) − xref (t)

for N slave robots, where x̄(t) = 1
N

∑N
i=1 xi(t), xi(t) ∈ <3

being the position of ith robot, and xref (t) ∈ <3 being the
position on the reference path, at time t. In the conventional
teleoperation case, xref would be replaced by the position
of the master xm.

This position tracking error can be quantitatively evaluated
across overall operation time by using cross-correlation (CC)
to objectively compare the similarity of the actual path (x̄)
and the desired path (xref ) of the slave robots. In the current
study, we define this cross-correlation as in (1) to estimate the
position tracking error across the overall time of maneuvering
(T ).

CCposition =

∫ T

0
x̄(t) · xref (t)dt√∫ T

0
x̄2(t)dt

√∫ T

0
xref 2(t)dt

(1)

B. Maneuverability in Frequency Domain

As stated previously, maneuverability performance should
take into account the control effort of the operator. From the
operator’s perspective, it is desirable to achieve equivalent
maneuvering accuracy with less control effort during bilateral
teleoperation. However, the position tracking metric CC
does not consider this. From this perspective, we propose
that maneuverability can be assessed in terms of the ease
of the operator in maneuvering the slave robot for achieving
accurate tracking performance.

This can be formally defined as the frequency response
of the intended-force from the human operator as the input,
and the position tracking CC as the output

Φmaneuv(s) :=
CCposition(s)

fh(s)
(2)

where fh ∈ <3 is the intended-force input from the human.
The magnitude of the maneuverability becomes large if fh
is small and if the position tracking CC is large (i.e., the
position tracking error is small).

From this, two additional performance metrics can be
derived for maneuverability. First, the ±3 dB bandwidth
of Φmaneuv , denoted with ωbd. Second, the H2 norm of
Φmaneuv , denoted with ‖Φmaneuv‖2 and defined in (3)

‖Φmaneuv‖2 =

∥∥∥∥Wlow
CCposition

fh

∥∥∥∥
2

(3)

where Wlow is a low-pass weighting function with a cut-
off frequency ωc. We note that the selection of ωc depends
on the specific application of bilateral teleoperation systems.
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Fig. 1. Haptic teleoperation of multiple UAVs.

As the normal tremor of a human hand occurs at 8 ∼ 12
Hz [16], ωc can be less than 8 Hz.

The bandwidth and H2 norm are useful properties of the
system, which respectively denote how well the system will
track an input and the degree of sensitivity of system output
with respect to its input. Thus, large values of ωbd and
‖Φmaneuv‖2 indicate high maneuverability performance.

III. TELEOPERATION OF MULTI-UAVS WITH
HAPTIC FEEDBACK

A. Teleoperation Control Architecture

The architecture proposed in [8] for teleoperating multiple
UAVs consists of three control layers (see Fig. 1): 1) UAV
control layer, where each UAV is controlled to follow the
trajectory of an abstract kinematic virtual point (VP); 2) VP
control layer, which modulates each VP’s motion according
to the teleoperation commands and local artificial poten-
tials (for inter-VP/VP-obstacle collision avoidance and inter-
VP connectivity preservation); and 3) teleoperation layer,
through which a remote human user can command all (or
some) of the VPs’ velocity while haptically perceiving the
state of all (or some) of the UAVs over the Internet. Hereafter,
we briefly review these layers and refer the reader to [8] for
further details.

1) UAV control layer: We consider N quadrotor-type
unmanned aerial vehicles (UAVs), each with under-actuated
Lagrangian dynamics in SE(3) [17]. The Cartesian position
of each UAV is represented as xi ∈ <3 is w.r.t. the
NED (north-east-down) inertial frame. The quadrotors are
endowed with an attitude controller which is able to track a
desired trajectory in <3, specified by the VP control layer.

2) VP control layer: We implement the following kine-
matic evolution of the i-th VP pi on each UAV:

ṗi(t) := uci + uoi + uti (4)

where
• uci ∈ <3 embeds the inter-VP collision avoidance and

connectivity preservation actions;
• uoi ∈ <3 represents an obstacle avoidance control;
• uti ∈ <3 is the teleoperation control from a re-

mote human operator for a (non empty) subset Nt ⊂
{1, 2, ..., N} among the N VPs, to tele-drive the Carte-
sian velocity of the N VPs network over the Internet.
This will be better defined in the next subsection.

3) Teleoperation layer: We consider a 3-degree-of-
freedom (DOF) haptic device as modeled by

M(q)q̈ + C(q, q̇)q̇ = τ + fh (5)

where q ∈ <3 is the configuration, M(q) ∈ <3×3 is the
positive-definite/symmetric inertia matrix, C(q, q̇) ∈ <3×3

is the Coriolis matrix, and τ, fh ∈ <3 are the control input
and human operation forces, respectively.

First, to enable a remote human user to tele-control the
VPs/UAVs, we define uti in (4) as

uti(t) := λq(t), ∀i ∈ Nt (6)

where q(t) is the master position q(t) ∈ <3 received via the
Internet, and λ > 0 is to match different scales between q(t)
and ṗi. This control enables the user to tele-control the VPs’
velocities ṗi via the master device position q(t).

On the other hand, to enable the user to tele-sense all the
VPs/UAVs collectively, we design the haptic feedback signal
y(t) ∈ <3 to be sent to the master as a function of the UAV’s
velocity and the VP’s obstacle avoidance control

f : (ẋi, u
o
i ) 7→ y(t) (7)

where ẋi is the UAV’s velocity, and uoi is the VP’s obstacle
avoidance control.

This y(t) is then sent to the master over the Internet. Let
us denote by y(k) its reception by the master side over the
Internet at the (master) reception time tk. We incorporate
this y(k) into the teleoperation control τ as a function of the
position and the velocity of the haptic device and the haptic
feedback signal in (5) s.t.

f : (q, q̇, ȳ(k)) 7→ τ(t) (8)

for t ∈ [tk, tk+1), where ȳ(k) is the passive set-position
modulation (PSPM [18]) of y(k). The use of the PSPM al-
gorithm in modulating y(k) allows us to enforce passivity of
the master side regardless of time delays and sparse/discrete
sampling in receiving y(t).

B. Haptic Feedback Algorithms

We propose three haptic feedback algorithms using 1)
the velocity information of UAVs, 2) an obstacle avoidance
force, and 3) a combination of the velocity information of
UAVs and obstacle avoidance force previously described
in [10]. For each of these algorithms, we designed y(t) and
τ(t) in (7) and (8) in the following fashion.

1) Velocity cue: The haptic feedback signal y(t) is de-
signed as

y(t) =
1

λN

∑
ẋi (9)

to transmit the velocity information of the UAVs as a haptic
cue. The corresponding teleoperation control τ(t) is then

τ(t) = −Bq̇ −K[q − ȳ(k)] (10)

where B,K ∈ <3×3 are the positive definite and symmetric
damping and spring matrices.

This feedback allows the human operator to directly per-
ceive the ‘inertia’ of the UAVs expressed in (9). Furthermore,



the haptic feedback will also inform, in an indirect way,
about presence of obstacles. Indeed, an obstacle obstructing
the UAV motion will induce an increase in the tracking
error between ṗi and ẋi. The human will then perceive a
strong haptic feedback when maneuvering the UAVs toward
the obstacles. In addition, this feedback will also inform
about disturbances/restrictions of the motion which are not
measured by an obstacle detector and hence are not conveyed
by uoi (e.g., wind gusts, actuation non-idealities).

This haptic feedback algorithm is derived from the well-
known position-position (PP) control, also referred to as the
position error feedback control, in conventional teleoperation
research [19]. However, it should be noted that the control
that is currently proposed is a position-velocity control, as
evident from (6).

2) Force cue: This cue is defined by

y(t) =
1

λN

∑
uoi , (11)

τ(t) = −Bq̇ −Kȳ(k). (12)

With this haptic feedback algorithm, a force will be fed
back to the human only when an obstacle is detected. This
algorithm is based on the conventional force-position (FP)
control [19], also referred to as the direct force feedback con-
trol, which is generally regarded to show better performance
than the PP control, but less stability robustness. However,
unlike the conventional FP control, our Force cue includes
a damping term in (12) that allows to maintain a level of
stability robustness, equivalently to the other proposed haptic
feedbacks. This additional term can possibly decrease the
overall performance due to well-known tradeoffs between
the performance and the stability in teleoperation systems.

3) Velocity+Force cue: Finally, a combination of the
velocity information of UAVs and the obstacle avoidance
force can be transmitted with

y(t) =
1

λN

∑
(ẋi + uoi ), (13)

τ(t) = −Bq̇ −K[q − ȳ(k)] (14)

to the human operator. In the absence of obstacles, this haptic
feedback algorithm ought to be equivalent to the Velocity cue.
However, more haptic force feedback should be experienced
by the operator when obstacles are present compared to the
separate cues of Velocity and Force.

From hereafter, these three haptic feedback algorithms
will be referred to as Velocity, Force, and Velocity+Force
algorithms while their conventional counterparts will be
respectively referred to as the PP, FP, and PFP controllers.

IV. PSYCHOPHYSICAL EVALUATION OF HAPTIC
FEEDBACK ALGORITHMS

It is not clear which of the proposed three haptic feedback
algorithms (i.e., Velocity, Force, and Velocity+Force) are
likely to yield haptic cues that will best support maneuver-
ability performance in (1)–(3). Although it has been pre-
viously claimed that maneuverability performance is better

Graphical
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obstacle environment

multi-UAVs
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tracking
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Fig. 2. Experimental setup. (a) Subject with haptic device (Omega 3) and
Graphical User Interfaces (GUIs). (b) Screen shot with visible reference path
and obstacles, which were rendered invisible during the actual experiment.

supported by the PP control scheme, this evaluation was
performed with a simulated human force input which was
the same for all tested control scheme [15]. Theoretically,
it is known that the PP controller delivers position tracking
performance comparable to the FP controller in free mo-
tion [14], [19]. On the other hand, FP control architecture
shows in general better performance than the PP controller in
force tracking but has less stability robustness in contact mo-
tion [19]. Therefore, we conducted a human psychophysical
experiment to evaluate our haptic cue algorithms for how
well they supported maneuverability performance in three
different bilateral teleoperation scenarios.

A. Participants

Eighteen students (14 males; age range: 25-30 years) of
Korea University, Seoul participated in this experiment. All
participants were naive to the experiment and apparatus.
They possessed normal or corrected-to-normal eyesight and
possessed no physical disability. The experiment was con-
ducted in accordance with the requirement of the Helsinki
Declaration.

B. Apparatus

The apparatus consisted mainly of a display that presented
a virtual environment for a swarm of UAVs and a haptic
device that could be used to control the flight path of these
UAVs (see Fig. 2(a)).

The UAV swarm always assumed a tetrahedron formation
in this virtual environment, with an inter-UAV distance of
approximately 0.8 m. The UAVs dynamics and control logic



were simulated in a custom-made simulation environment
that was based on the Ogre3D engine (for 3D rendering and
computational geometry computations), with PhysX libraries
to simulate the physical interaction between the UAVs and
the environment. The simulation was updated at 60 Hz and
this constrained the data exchange rate between the haptic
device and virtual UAVs. In the display, the simulated UAVs
and environment were rendered from a camera perspective
that was 32 m away from the starting positions of the UAVs,
with FOV of about 21◦. This rendered scene was presented
via a display monitor and is depicted in Fig. 2(b).

The UAV swarm was controlled by a commercial haptic
device (Omega 3, Force Dimension). The Omega 3 is a 3-
DOFs haptic device with 3 translational actuated axes and a
local control loop running at about 2.5 kHz on a dedicated
linux machine. In addition, ATI six-axis force/torque sensors,
Nano17, were attached to the Omega 3 device to measure the
force that was exerted on the device by the human operator
during the experiment as shown in Fig. 2(a).

C. Procedure

In this experiment, participants were required to maneuver
a swarm of UAVs using the haptic control device, in order
to follow a reference path defined by a moving target.
The moving target preceded the UAV swarm and moved
along a path that was either straight or curved. The position
and velocity profiles of this tracking target are described
by Fig. 3 for both paths. S-shaped velocity profiles were
implemented in the acceleration and deceleration phases
of the target’s motion to allow the operator to track the
target better, especially at the beginning of each trial. Prior
to experimentation, participants were briefed and given a
practice session.

The full experiment was separated into three blocks of 25
trials each. Each block of trials was defined by the type of
haptic cue which was provided to the participant; namely,
Velocity, Force, and Velocity+Force. The following control
parameters (gains) were fixed for the purpose of this experi-
ment: K=70N/m and B=2Ns/m for all haptic cues. This way,
the produced force of the Velocity cue was comparable with
the force of the Force cue, and less than the one generated by
the Velocity+Force cue algorithm. Finally, the presentation
order of the blocks was fully counter-balanced across the
participants, to minimize the influence of practice and order
effects on our findings.

On each trial, participants could be presented one of three
possible scenarios for UAVs maneuvering. First, participants
could be presented with a scenario that required the UAV
swarm to be maneuvered in a straight path, in an environment
that contained no obstacles (5 trials). Alternatively, they
could be expected to do the same, but in an environment that
contained an arrangement of four obstacles, which bounded
the straight path as depicted in Fig. 4(a) or (b) (10 trials
which is 5 trials times 2 cases). Finally, they could be
required to maneuver the UAV swarm in a curved path,
which was bounded by an arrangement of four obstacles as
is depicted in Fig. 4(c) or (d) (10 trials). The arrangement
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Fig. 3. Position and velocity profiles of the tracking target, when the
participant was required to perform a: (a) straight path maneuver, (b) curved
path maneuver.

of obstacles, when they were present, was counter-balanced
across the relevant experimental trials. These three scenarios
featured in all of the blocks and were fully randomized for
their presentation order.

Note that the obstacles as well as the reference path were
invisible during the experiment to minimize any influence of
visual feedback. Only the UAVs and tracking targets were
visible during the experiment.

D. Data Analysis

Three measures served as performance metrics for ma-
neuverability in our evaluation study, according to our de-
scription in Sec. II. To recap, CCposition(%) represents the
similarity between the desired path and the path that was exe-
cuted by the operator in a percentage, while ‖Φmaneuv‖2 and
ωbd represents the H2 norm and bandwidth of the maneuver-
ability frequency response (Φmaneuv). These measures were
separately computed for the x-axis and y-axis components
of the maneuvered path. In fact, the dynamics of the quad-
rotors along y-axis are faster than the x-axis for mechanical
reasons. Altogether, this resulted in six performance metrics.

In our study, Φmaneuv was measured as the experimental
frequency response of the haptic teleoperation system of
multi-UAVs shown in Fig. 2. This considered as input the
human operational force to the haptic device (fh), calculated
as

fh(t) = fm(t)− τ(t) (15)



(a) (b) (c) (d)

Fig. 4. Configuration of obstacles for: the straight path maneuver (Scenario 2), Case 1 (a), Case 2 (b); the curved path maneuver (Scenario 3) Case 1
(c), Case 2 (d). The dotted red line indicates the ideal path travelled by the tracking target. Other lines represent four examples of paths that were taken
by controlled UAV swarms, in the experiment.

where fm is the force that was measured from the force
sensor on the haptic device and τ is the master control force
given by the current haptic feedback algorithm. The output
is CCposition treated in percentage (see (1)). With both vari-
ables, it was possible to calculate Φmaneuv(s) by applying
the empirical transfer function estimator (ETFE [20]), using
a second-order low-pass filter (Wlow) with cut-off frequency
of 8 Hz (See (3)).

All performance metrics were submitted to a one-way
repeated-measures analysis of variance (ANOVA) for the
factor of haptic feedback algorithm (Velocity, Force, and
Velocity+Force). Performance on the three different scenarios
were independently analyzed and are separately reported in
the following sub-sections.

An alpha level of 0.05 was taken to indicate statistical
significance. When a main effect was found, post-hoc t-tests1

were conducted among the haptic feedback algorithm condi-
tions to identify those which were significantly different from
each other in terms of the relevant performance metrics.

E. Results

1) Scenario 1: Straight path with no obstacles:
‖Φmaneuv‖2 of the x-axis component was the only perfor-
mance metric that yielded a significant main effect (F2,34 =
24.3, p < 0.001). Specifically, Force resulted in better
performance than both Velocity and Velocity+Force (see Fig.
5(c)).

In comparison, neither CCposition(%) nor ωbd of the
x-axis component produced statistically significant results
(CCposition(%): F2,34 = 2.3, p = 0.12; ωbd: F2,34 =
0.87, p = 0.43).

None of the performance metrics for the y-axis component
produced statistically significant results (CCposition(%):
F2,34 = 0.32, p = 0.73; ωbd: F2,34 = 1.03, p = 0.37;
‖Φmaneuv‖2: F2,34 = 1.19, p = 0.32). This was expected as
the desired path for maneuvering only involved translations
along the horizontal x-axis.

2) Scenario 2: Straight path with obstacles: With regards
to the x-axis component, maneuverability performance was
statistically different across the haptic cues for the per-
formance metrics of CCposition(%) (F2,34 = 5.52, p <
0.01) and ‖Φmaneuv‖2 (F1.4,23.9 = 61.1, p < 0.0012).
With regards to CCposition(%), the post-hoc analyses only

1Bonferroni corrected i.e., α = 0.017.
2Greenhouse-Geisser corrected.

revealed a significant difference between Velocity+Force
and Velocity cue (See Fig. 6(a)); performance in terms
of CCposition(%) was not significantly different between
the Force cue and the others, in spite of apparent plotted
differences. For ‖Φmaneuv‖2, best performance was achieved
with the application of the Force cue, relative to both Velocity
and Velocity+Force cues (see Fig. 6(c)).

With regards to the y-axis component, ‖Φmaneuv‖2 was
the only performance metric that was statistically different
across the three haptic cues (F1.9,34 = 10.1, p < 0.001). In
this regard, the application of the Force cue produced the best
performance, relative to both Velocity and Velocity+Force
cues (See Fig. 6(c)).

Finally, the performance metric of ωbd did not yield
any statistically significant differences, for both the x-axis
(F2,34 = 1.36, p = 0.27) as well as the y-axis component
(F2,34 = 1.10, p = 0.34). However we can appreciate the
faster responsiveness (higher bandwidth) of the UAVs along
the y-axis, as expected.

3) Scenario 3: Curved path with obstacles: With regards
to the x-axis component, there were statistically significant
main effects on the performance metrics of CCposition(%)
(F1.4,24.4 = 6.6, p < 0.05) and ‖Φmaneuv‖2 (F2,34 =
22.8, p < 0.001). The same results were found for the y-
axis component (CCposition(%): F1.5,25.4 = 6.49, p < 0.01;
‖Φmaneuv‖2: F2,34 = 46.8, p < 0.001).

In both cases, the post-hoc analyses produced the same
pattern of results. For CCposition(%), performance with
the Velocity+Force cue was worse than the Velocity cue.
Performance with the Force cue was not statistically different
to performance with Velocity and Velocity+Force cues (See
Fig. 7(a)). There was no significant difference between the
Velocity and Force cues. For ‖Φmaneuv‖2, best performance
was achieved with the application of the Force cue, relative
to both Velocity and Velocity+Force cues (see Fig. 7(c)).

Finally, the performance metric of ωbd did not yield
any statistically significant differences, for both the x-axis
(F1.4,23.3 = 1.55, p = 0.23) as well as the y-axis component
(F2,34 = 0.46, p = 0.64). In opposition to Scenario 1
responsiveness of UAVs along the y-axis is lower than the
one on the x-axis. The reason is that the obstacles block the
movement along the y-axis.

V. DISCUSSION
The findings are consistent across the three maneuvering

scenarios. First, haptic cues that are based on either Veloc-
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Fig. 5. Maneuverability performance in the Scenario 1. Boxplots indicate lower quartile, median and upper quartile. Whiskers represent the range of
data: (a) Cross correlation of the position tracking, CCposition(%). (b) Bandwidth of the maneuverability, ωbd. (c) H2 norm of the maneuverability,
‖Φmaneuv‖2.
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Fig. 6. Maneuverability performance in the Scenario 2. Boxplots indicate lower quartile, median and upper quartile. Whiskers represent the range of data:
(a) CCposition(%). (b) ωbd. (c) ‖Φmaneuv‖2.
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Fig. 7. Maneuverability performance in the Scenario 3. Boxplots indicate lower quartile, median and upper quartile. Whiskers represent the range of data:
(a) CCposition(%). (b) ωbd. (c) ‖Φmaneuv‖2.

ity or Force algorithms yield better tracking performance,
relative to one that is based on a Velocity+Force algorithm,
in situations that require obstacle avoidance (i.e., Scenario 2
and 3). Next, differences in the H2 norm of our participants’
frequency response suggest that a Force algorithm induces
better maneuverability performance, relative to both Velocity
and Velocity+Force algorithms (Scenarios 1, 2 and 3). This is
because Force cues afford greater sensitivity in the transfer
from the input force to tracking accuracy. In other words,
less control effort is required on the part of the operator
in achieving the same level of tracking accuracy with Force
cues. One of the reasons is that, while the force cue is absent
in free motion, the Velocity cue is absent only when UAVs
move with a constant velocity vector, which is practically
never the case. Therefore, in this case the user has always
to counterbalance the inertia in order to obtain the desired

motion.
It is worthwhile to note that there were no differences

across the three types of haptic cues with respect to their
performance bandwidth. Thus, the different algorithms did
not appear to affect the accuracy in which the system tracked
the operator’s intended input.

In sum, our study demonstrates that a richer comparison of
haptic feedback algorithms can be obtained by considering
the frequency response profile of the human operator’s force.

The current findings suggest that the Force cue is generally
ideal for the control of multi-UAV systems. However, the
suitability of haptic cue feedback might depend on the
specific task that the tele-operator intends to achieve with the
multi-UAV system. In our previous study, the Velocity cue
was shown to be better than the Force cue in supporting the
operator’s ability to discriminate between the resistance of



proximal obstacles, when participants’ used the multi-UAV
system to probe for invisible obstacles [10]. Maneuverability
performance as well as perceptual awareness are equally
important qualities during bilateral teleoperation. In light of
this, the selection of haptic feedback algorithms ought to be
weighted according to the application and the objective of
the operator.

The feedback force to the human depends on the control
parameters K and B in (10), (12), and (14). In the current
study, the settings of these control parameters were pre-
defined, according to our previous study [10], in order to
produce the same magnitude of force for only Velocity and
Force cue algorithms. We are conducting ongoing research
that will define the functional relationship between the hu-
man force input and these control parameters, so as to allow
for stronger generalizations of our present findings.

VI. CONCLUSION

In this paper, we propose performance metrics for ma-
neuvering multi-robot systems which take into account the
human operator’s control effort during bilateral teleoperation.
This contrasts with similar work that have tended to measure
maneuverability solely in terms of position tracking accuracy
(e.g., [14], [15]). Using our approach, we were able to assess
the suitability of three haptic feedback algorithms in terms
of how well they supported maneuverability performance in
the haptic teleoperation of multiple UAVs; these algorithms
were based on the UAVs’ 1) velocity information, 2) obsta-
cle avoidance force, and 3) the combination of these two
information as the haptic cue. The results of our evaluation
showed that the haptic feedback algorithm using the Force
cue was the best in the maneuverability for all experimental
scenarios with the statistical significance.

To conclude, maneuvering performance can be effectively
evaluated in terms of the operator’s frequency response,
of the control input and desired output. This need not
be restricted to the force input of the motor command.
Other factors that are relevant to maneuvering performance
could be similarly considered in like terms, such as design
parameters of the haptic device and control parameters to
evaluate the haptic device and the controller, respectively.
Similarly, the desired output could be described in terms of
other equally desirable objectives (e.g., the velocity and the
force tracking), besides tracking accuracy (e.g., the system
stability). Ultimately, the appeal of this approach lies in the
fact that it allows performance of the human operator to be
quantified in a manner that can be integrated into control
systems, thus the system performance can be enhanced from
the human perspective with an optimization in design and
selection of the system parameters using the proposed metric
and the psychophysical evaluation using it.
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