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ABSTRACT

Feature-based SLAM (Simultaneous Localization and Map-
ping) techniques rely on low-level contrast information ex-
tracted from images to detect and track keypoints. This pro-
cess is known to be sensitive to changes in illumination of
the environment that can lead to tracking failures. This pa-
per proposes a multi-layered image representation (MLI) that
computes and stores different contrast-enhanced versions of
an original image. Keypoint detection is performed on each
layer, yielding better robustness to light changes. An opti-
mization technique is also proposed to compute the best con-
trast enhancements to apply in each layer. Results demon-
strate the benefits of MLI when using the main keypoint de-
tectors from ORB, SIFT or SURF, and shows significant im-
provement in SLAM robustness.

Index Terms— keypoint detection, contrast enhance-
ment, SLAM

1. INTRODUCTION

Research in visual tracking systems such as SLAM and SfM
(Structure from Motion) has led to mature technologies ex-
ploited in industrial-level systems. Except for direct methods
working on the analysis of changes in pixel gradients, the ma-
jority of visual SLAMs rely on corner detection with extrac-
tors that extract keypoints (KP) and descriptors that identify
and match the extracted KPs over different frames.

Unfortunately, the corner detection process and conse-
quently the matching problem are strongly dependent on the
illumination condition at the moment of capturing images and
generally make a brightness constancy assumption. Although
the matching process usually relies on gradient information
that is more or less independent from intensity, SLAM and
SfM methods still suffer from illumination changes at differ-
ent degrees (see Fig. 1) and may yield inaccurate maps and
even tracking failures during the tracking process [1, 2].

Robustness to light changing conditions is therefore a cen-
tral issue that has received increased attention. The issue has
often been tackled at the extractor level by searching an op-
timal contrast threshold in the KP extractor with respect to
the current lighting condition. For example, in SuperFast [3]
the FAST contrast threshold – a threshold value that triggers a

brighter, darker or similar decision on per-pixel comparison –
is dynamically computed using a feedback-like optimization
method that yields a new threshold value per region in the
image. Lowering the threshold however tends to generate a
large number of KPs that influence the computational capac-
ity of other processes, and the proposed technique requires
specific adaptations to be applied to other KP detectors.

Fig. 1. ORB keypoint extractor and descriptor on different
lighting conditions (images a and b). Only a few keypoints are
matched between (a) and (b) using ORB (i.e. same position,
same descriptor), compared to our MLI method (image d).

Another possibility is to apply image transformations
(eg. contrast enhancers) on captured images before applying
KP detectors. Interestingly, it has been demonstrated that
KP extractors gain significant performance by using HDR
(High Dynamic Range) images as input, converted to SDR
(Standard Dynamic Range) images through tone-mapping
operators [4, 5]. Among these techniques, a learning-based
optimal tone-mapping operator has been proposed for SIFT-
like detectors [6]. But the high computational cost and spe-
cific HDR devices are required, as well as HDR-customized
extractors hamper the wider applicability of such approaches.
In comparison, for SDR images, research has mainly focused
on contrast enhancement operators for aesthetic and percep-
tional goals through changes in the exposure times [7] which
remain limited in addressing robustness of KP tracking.

For direct and semi-direct SLAM methods, i.e. methods
that rely on analysis of pixel intensities rather than extract-
ing intermediate features, robustness to illumination changes
has been addressed by optimizing an affine brightness trans-
fer transformation between consecutive frames [8, 9]. Using
mutual information instead of photometric error as the metric
during the optimization process of pose estimation has also
demonstrated its benefits [10, 1]. While exhibiting a good ro-
bustness to illumination changes, these methods remain com-
putationally expensive.




