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MoSART: Mobile Spatial Augmented
Reality for 3D Interaction With
Tangible Objects

Guillaume Cortes *#, Eric Marchand 2, Guillaume Brincin * and Anatole Lécuyer 2

1REALYZ, Louverné, Francé University of Rennes 1 (Univ Rennes), Inria, CNRS, IRISA, ResnErance

In this paper we introduce MoSART, a novel approach for Molal Spatial Augmented
Reality on Tangible objects. MOSART is dedicated to mobilenieraction with tangible
objects in single or collaborative situations. It is based m a novel “all-in-one”
Head-Mounted Display (AMD) including a projector (for the AR display) and cameras
(for the scene registration). Equipped with the HMD the useis able to move freely
around tangible objects and manipulate them at will. The syem tracks the position and
orientation of the tangible 3D objects and projects virtuatontent over them. The tracking
is a feature-based stereo optical tracking providing high @curacy and low latency. A
projection mapping technique is used for the projection onhe tangible objects which
can have a complex 3D geometry. Several interaction tools he& also been designed
to interact with the tangible and augmented content, such asa control panel and a
pointer metaphor, which can bene t as well from the MoSART pojection mapping and
tracking features. The possibilities offered by our novelpgproach are illustrated in several
use cases, in single or collaborative situations, such as foirtual prototyping, training or
medical visualization.

Keywords: 3D Interaction, spatial augmented reality, optic al tracking, tangible objects, head-mounted display

1. INTRODUCTION

The use of Augmented Reality technologies has been proposedaity mpplication elds so
far, such as for industrial, medical or robotic application&if Krevelen and Poelman, 2010
Augmented Reality (AR) consists in superimposing virtual cahtever real objects. Three main
approaches have already been proposed in AR to display virtuatcbovter the real environment.

The most aordable and mainstream approach is probably the Vid&se-Through AR
(VST-AR) (Mohring et al., 200% This rst technique consists in adding virtual informati over
aregular video stream. In general, VST-AR relies on smartptieohnologies, making it a simple
and accessible way to provide AR to the general audience. Tilae see-through systems are
commonly used in many applicationS ¢hmalstieg and Hollerer, 201¥ideo see-through systems
are either hand-held or head-mounted. Hand-held deviceggnerally not well-adapted for direct
interaction with the hands, whereas Head-Mounted Displays1j are known to be sensitive to
latency.

A second AR technique is the Optical See-Through approaghvdl et al., 2006that has
been recently democratized with systems such as the Micrbdlens'. Optical see-though AR

IMicrosoft Hololens - www.microsoft.com/hololens - Accessed: 208-D4
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(OST-AR) consists in displaying virtual content on near-2. RELATED WORK

eye semi-transparent screens, so that the real world can

be directly looked at. Such systems often have low latenc§patial Augmented Reality systems are generally used to project
accurate positioning and are well-designed for interactivéextures and augment stationary objectsi¢ga et al., 2012; Sieg|
environments by freeing the users hands. However OSTet al., 201} Projecting on stationary objects with a stationary

AR approaches often fail at providing a large Field-Of-Viewsystem gives good performances once everything is correctly
(FOV), and are not well-designed to comply with multi-user calibrated. Nevertheless the use cases of such systems can be

applications. limited and few mobility or direct interactions can be congield.

The third technique is called Spatial Augmented Reality (SAR)hus more dynamic systems were designed to augment movable
or Projection-based ARRjmber and Raskar, 20058AR systems (Zhou et al., 2016or deformable Punpongsanon et al., 2015
are based on a direct projection over real physical surfacédjects and to propose interaction techniques. Work from
through projection mapping. This technique enables a largefiochreiter et al. (2016)proposes multi-touch detection for
eld-of-view with a reduced latency, and shared experiendigls ~ interacting on augmented stationary objects directly witte
other people. But SAR systems are mostly static (due to the ugeders. Benko et al. (201roposed the Miragetable: a dynamic
of a projector) which often restricts mobility. Hand-helddees ~ spatial AR system with projection on a curved surface. These
exist but, similarly to VST-AR, they are intrinsically litadl in ~ Systems widen the possibilities of interaction since thel rea
terms of direct interaction. environment and the user motions are taken into account.

In this paper, we promote an alternative approach for headHOWGVGr, since the prOjeCtiOﬂ is made on a stationary screen
mounted SAR which enables mobile, direct and 3D interactiofor object) the usable workspace is rather limited. To overeo
with real tangible objects, in single or collaborative széss. Our ~ such limitation several spatial AR system were designed fegtro
novel approach, called MoSART (for Mobile Spatial Augmente@n movable 3D objects. The Lumipen, designediyumura
Reality on Tangible objects) is based on an “all-in-one” lsead €t al. (2012) provides projection mapping for high-speed or
gathering all the necessary AR equipment (projection andligh-frequency objects thanks to an high-speed vision sensor
tracking systems) together with a set of tangible objects anand a projector with an high-speed optical gaze controller. The
interaction tools Figure 1). The tangible objects and tools are Lumipen works well on simple 3D objects such as spheres and
tracked thanks to an embedded feature-based optical trackirPalls due to the insigni cance of their rotation. In more et
providing 6-DOF (degrees of freedom) positioning data wittvlo Work, Sueishi et al. (2015proposed an improvement of the
latency and high accuracy. The user can walk around, grasp akdimipen. Nevertheless their system is far too cumbersomesand
manipulate the tangible objects and tools augmented thaaks ttill used on simple geometries. Such limitations do not pdevi
projection mappmg techniques_ Collaborative experienceg)ean an ideal environment for tangible interactiorihou et al. (2016)
shared with other users thanks to direct projection/intéiae. ~ proposed the Pmomo: a projection mapping system on movable
In a nutshell, our approach is the rst one which enablesobjects. The Pmomo handles more complex geometries with
direct 3D interaction on tangible objects, mobility, muitser ~acceptable tracking performances. Even though the system is
experiences, in addition to a wider eld-of-view and low laty  lighter than the previous approaches it is still stationary and
in AR. is not designed to be portable or embedded. Moreover the

To summarize, the main contributions of this paper are: current version of the system does not enable tracking sg¢ver

objects which can be inconvenient in many interaction scersa

MoSART, a novel approach for SAR that can simultaneously ; ¢omnpensate the limitations of a stationary projector work
enable: mobile SAR on movable objects, 3D interactions with o, Benko et al. (2015proposes to combine it with OST-AR
tangit?'e objects_, si_ngle and/pr (_:ollaborative scenariog a and provide more freedom to the user with a larger eld of
experience sharing in AR applications. view induced by the projection. Nevertheless this approach is
A”_ operational prototype of the MoSART concept basedperesting whenever the user is in the workspace of the project
on: (1) a novel all-in-one headset gathering head-mounteg,jeeq outside of this workspace the eld of view becomes
projection and optical tracking, and (2) a set of tangible otge i ited again by the OST-AR system.

and interaction tools. . ) . A rst approach to overcome stationary systems is to design
Several use cases that illustrate the potential of MOSART iy held devices. With hand-held devices the projectordsee

di erent application contexts such as virtual prototyping and ( hayve knowledge of the geometry of the scene since it needs
medical visualization. to be aware of its localization at each instant. Work from

In the remainder of this paper we rst present an overviewRaskar et al. (2006itroduces the iLamps, geometrically aware
of previous work on SAR. Second, we describe the MoSARArojector. The approach is illustrated with a hand-held propect
concept for mobile spatial augmented reality on tangible cisie  and single-user applications. Hand-held projectors have been
Third, we present a proof-of-concept with the design of aStUdied in several posterior works. In 2007a0 et al. (2007)
MOSART prototype, and we assess its main Characteristi(i:@tl’()duced multi-user interactions with two prOjeCtOfS thare
and performances. Fourth, we describe two use cases l#cked with feature-based tracking. The users can intebgct
MoSART for virtual prototyping and medical visualization moving the projectors in the workspace with a visual feedback

purposes. The paper ends with a discussion and a generojected ona atwall. Still, the interactions are limitedgtanar
conclusion. objects and no 3D is consideredli et al. (2011)introduced
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FIGURE 1 | Our MoSART approach enables Mobile Spatial Augmented Resglion Tangible objects. MOSART relies on an “all-in-one” HekMounted-Display (Left)
which embeds a pico-projector for projection mapping and tvo cameras for feature-based stereo optical tracking of 3D tagible objects. The user can freely walk
around and manipulate tangible objects superimposed withtte projected images, such as for medical visualization pugses (Center) . Tangible tools can also be

used to interact with the virtual content such as for annotang or painting the objects in single or collaborative sceréos (Right) [This image is published with the

written and informed consent of the depicted individual(})

hand-held projection in medical applications to improve doetor the environment. The prototypes proposed by CastAR get close

patient communications. With such system the doctor is able tto a virtual reality projective holobench system and they @b n

project anatomical information directly over the patient hod propose any augmentation of tangible 3D objects. Unfortunately

Nevertheless the authors pointed out that the proposed syste@astAR closed their doors in 2017 due to a lack of interest

was more usable when projecting on a wall. More recent workor this technology in the industry they were targeting. \or

has been proposed based on same approach with the SideBySiden Aksit et al. (2014)also proposes an approach to project

system (Villis et al., 201). The SideBySide system tracks severain planar surfaces from an head-worn mixed reality system

projector that project ducial markers on a wall but the systesn i based on a laser pico-projector and a smartphone. But unlike

not adapted to tracking 3D tangible objects. Even though handCastAR the authors chose to focus motion capture application.

held SAR devices provide more mobility than stationary SARhus the system is prototyped to work in a larger and non-

systems they are not adapted to direct interactions since thfeiendly infra-red environment. However the projection ov&b

user's hands are not free. A french company, Dipteroposes tangibles objects is still not considered and no trackingesys

a SAR device that is able to move without being held in thés required other than the smartphone sensors. More recent

hand. This solution is based on robotic arms that move thevork from Harrison et al. (201 lintroduces a shoulder-mounted

projectors around the objects. Nevertheless such solution system implementing direct hand interaction techniquesidad

not designed to be portable or to be used in small indoomounting the projector on the shoulder also leaves the hands

environments. free to interact. The interaction they proposed is a tactile on
Since holding the projector in the hand is not alwayson simple surfaces and on body parts. The projection over those

satisfying, work has been done to project from the head of theurfaces is still planar and the geometry of tangible objsatei

shouder. Nevertheless mounting a projector on the head (otaken into account.

shoulder) can be more complicated due to the weight it induces

One of the rst work going in that direction has been carried

out by Karitsuka and Sato (2003They propose a shoulder- 3. MOSART: MOBILE SPATIAL

mounted projection system to augment a planar target. The'AUGMENTED REALITY ON TANGIBLE

the user is able to interact with the augmented planar targebBJECTS

by using his/her ngers.Bolas and Krum (2010jntroduced

head-mounted projection on re ective surfaces. Nevertbgle We introduce MoSART, a novel approach for mobile spatial

they do not introduce |n_terac_t|on tec_hnlques for augmentedaugmented reality on tangible objects. MOSART enables mobile
reality and they only project informative content that carino

. . interactions with tangible objects by means of head-modnte
be modied. CastAR, a start-up company, implemented an g ) Y

industrial duct based head d SAR. Thei rJgrojection and tracking. MoSART allows to straightforwardly
n gstna pro uct based on ca -mounte - helr syste nd directly manipulate 3D tangible objects, and then interac
projects 3D images over re ective surfaces that can have einer

d d simple sh d bles th 10 interact 'ﬁith them using dedicated interaction tools. It also allowarstg
prede ned simple Shapes and enables the user 1o Interact wi e experience with other users in collaborative scenarios.

P, - ) The main components of a MoSART system are thus: (1)
Diota Augmented Reality for Industry - http://www.diota.com €gessed: 2017- head- ted proiection. (2 head-mounted trackin 3
09-09 a head-mounted projection, (2) a head-mounted tracking, (3)

3CastAR Augmented Reality Glasses - http://en.wikipedia.okif@astAR - tangible object(s), (4) several interaction tools. Theseénma
Accessed: 2017-04-11 components are illustrated iRigure 2and explained hereafter.
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FIGURE 2 | Main components of the MoSART approach. MoSART involves heamounted projection (1) and tracking (2). Direct 3D interions are made possible
with the tangible objects (3) and tools (4). Collaborationral multi-user scenarios can be addressed with or without addional headset(s).
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1. Projection: Head-mounted projection is used by MoSART to  Collaboration: Collaboration and multi-user interactions
display the virtual content in the eld-of-view and workspace are a main advantage of MoSART. Two complementary
of the user in a direct and unobtrusive way allowing to collaborative modes are made possible. First, if there ig onl
augment the objects located in the user's eld of view. This one user equipped with a MoSART headset (single-device
also implies that projection mapping techniques are required con guration), MoSART allows other user(s) to share the
to match the 3D surface of the tangible object with the vifttua  direct projection controlled by the main user. The other
content. users can also manipulate the tangible object(s) and/or

2. Tracking: Head-mounted tracking is used to follow the some interaction tool. Second, if other headsets are dlaila
tangible objects and enable their manipulation in the (multiple-devices con guration), the di erent projectors na
workspace/FOV of MoSART. It enables the user to walk and be used to increase the projection area having for instanee on
move around the objects, manipulate (rotate/translate)rthe  user projecting on one side of the tangible object, and another
at will. This naturally implies that the SAR projector must be  user projecting on another side.
|ntr|n'S|caIIy.track.ed by the system. . . . A prototype of the MoSART concept is introduced in the

3. Tangible objects:The use of 3D tangible objects is at the core, : . . . . .

. . following section, and implementation details are provided
of the MOSART approach. Thus the approach requires havmge rdin h MOSART component

both a physical model and a 3D virtual model of the object the garding each Mo component.
user is interacting with.

4. Interaction tools: Tangible tools can also be incorporated4- PROOF-OF-CONCEPT

straightforwardly within MoSART. Such tangible tools can )
bene t from the projection and tracking features of the We have designed a proof-of-concept of the MOSART approach.

system. This means that the tool surface can be used to projegfJr prototype ingludes a headseFti.gure 3 a”?' a specic S?t of
virtual content, and that the tools need to remain inside thel@ngiPle objectsRigure 4 and tangible toolsigure &), coming

projection/tracking volume. This also implies that dediaate With dedicated 3D interaction techniques. _
3D interaction techniques and metaphors need to be designed CUr headset gathers one short throw pico-projector (Optoma
for every tool. ML750ST) and two infrared cameras (PSEye). The cameras

are rigidly attached on both sides of the projector. The whole
Head-Mounted: To free the hands and provide an entire projection/tracking system is mounted on the head and it is
mobility to the user, all the projection and tracking featsire positioned so that the projection remains centered in the sser'
are mounted on the head. vision.

Direct interaction: Direct 3D interaction is a main advantage  The projector is used to perform projection mapping on
of MOSART thanks to the use of tangible objects. Withthe tangible objects that are tracked with the optical tragki
MoSART the user can grasp tangible objects, and thesystem (se€igure 3). The cameras are used to provide 6-DOF
manipulate (rotate/translate) them at will, within the eld of tracking data of the tangible objects thanks to feature-Base
view of the projector. stereo optical tracking algorithms. An o -line initial caliation
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MOSART

FIGURE 3 | Prototype of MOSART headset. The headset gathers a pico-pjector (for projection mapping) and two infrared camerasdf optical tracking).

FIGURE 4 | Examples of tangible objects augmented with MOSART. The
objects are white or covered with white painting. Re ective rarkers are
positioned over the objects to facilitate their localizatn.

step is required to estimate the position and orientation fué t

projecting over the object. Several re ective markers (camiyn

4 or 5) are positioned at the surface of every tangible obje&t (s
Figure 4), and are used to track and localize it using an optical
tracking system.

4.1. Optical Tracking

The tracking system mounted on the helmet is used to localize
the tangible objects and interaction tools. The objectivéois
compute the position and orientation of the objects according
to the projector. The system computes tracking data from the
video streams provided by the two infrared cameras and it
relies on feature-based stereo optical tracking. Featased
optical tracking provides generally better performances than
model-based tracking technigues in terms of accuracy and
jitter. Localizing a rigid structure of markers (constéiben)

can be done generally faster than localizing a model. Moreover
tracking several objects can be straightforwardly achidwed
using di erent constellations for di erent objects. Also, using
markers makes the tracking independent of the geometry of the
objects, only the markers' disposition matters. Nevertheles
requires to add physical markers all over the tangible objdas

be able to localize a constellation it requires to have aitl8a
markers (typically 4 or 5) and the distances between them tave t

projector with respect to the cameras. Such a con guratiorbe all di erent (Pintaric and Kaufmann, 2007Such constellation
(projector and tracking system attached) allows the systeroon guration reduces the ambiguities when computing the 3D
to be moved around the scene. The system does not neeegistration to recover the pose of the objects (see step 4).

to track the projector localization anymore since the refati
cameras/projector position is constant.

The tracking process is performed with oine and online
steps. Optical tracking systems usually require an oine

The tangible objects used are ideally (but not necessargplibration process. Such calibration estimates the xedati

white or covered with re ective white paint coating, allowjito

position °M o between cameraand camera® (seeFigure 7) in

provide better results in terms of image color and contrasewh order to be able to correlate the visual features in each a&iehto
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recover the 3D position of each re ective marker. It alsorasties  4.2.1. Virtual Object Creation

the camera internal parameters and distortion coe cient:ié@ A rst requirement for projection-based augmented realitp 0
the tracking system is calibrated four main online steps ara tangible object is to have access to its 3D model. This model
performed to provide 6-DOF localization of the objeétijtaric  is obtained with a 3D scanning technique. A structured light
and Kaufmann, 2007 (infrared) depth sensor provides a depth map of the environment

1.

2.

Figure 5illustrates the di erent steps of the online stereo optical
tracking pipeline. The tracking of several tangible objeats loe

. Thetriangulation allows to recover 3D points coordinates.

. The 3D registration estimates the transformatiofM, that

. . . . where the object is located and by moving the sensor around the
Thefeatures extractiondetermines the position of the bright | . .
. ) . object several maps are captured. An Iterative Closest PaR)(
markers in the images acquired by the two cameras. . .
o . algorithm is used to match each dense map to the global model.
Thefeatures correlationis performed thanks to the o ine . .
S . . . .. Then the depth maps are fused to build a model of the tangible
calibration: the points from one image are associated with . .
. . S . object (e.g.Newcombe et al., 20).1The 3D model of the object
their corresponding points in the other image.

has its own coordinate system that we call virtual objeatniza

The computation of the 3D coordinates is derived from their(FVO)' The physical objects has no prede ned frame butits frame,

L . - . .. Fo,Iisde ned by the tracking system. For a matching between the
projections in the two image planes knowing the calibration .
virtual scene and the real scene frafmg, and frameF, need
parameters of the system.

to be the same. Thus another ICP algorithm is used to match

I . ) ... atleast four points of the virtual model to the same four points
de nes the pose (position and orientation) of the object in. - - . . -

g . L in the physical model. Once this matching process is carried out
one of the camera frame. This is achieved by minimizing th

error between the 3D reconstructed poifi¥ (in the camera ?he transformation betweeR,, and F4 is known and remains

frame) and the known corresponding 3D pointX; (in the constant.
object frame) transferred in the camera frame throuth.
By denotingg D (“t,, u)” a minimal representation diM,,
the minimization problem is reformulated:

4.2.2. Projector Calibration
The projector calibration is one of the most sensitive steps
of projection mapping. Indeed the projection model and the

N projector pose need to be accurately known to ensure an
@D argmin (i ©M®Xi)2. (1) acceptable mapping. This calibration is carried out once fehea
iD1 system so it needs to be as accurate as possible.

The problem is solved by initializing the pos#/,, with a

linear solution, based the one proposedAyin et al. (1987) 4.2.2.1. Projection model estimation

and re ning it with a non-linear Gauss-Newton estimation.  The projection model of a projector is very similar to a camera
model and it consists in a projection matrix and distortion
parameters. The projection matrix and the distortions are
estimated thanks to a the calibration procesar(g et al., 2006

performed. Each object pose is sent to update a virtual SCenfne prgjection matrix determine the projection model and how

Thus this virtual scene matches the real environments armd th,
projected image can then be rendered (see section 4.2.3).

two Sony PsEye cameras providing 32@40 images at 150 Hz.
Infrared rings and infrared Iters have been added to the esas

a 3D point is projected into the image. The distortions enable to
! - determine the corrections that need to be applied to the image
The tracking system of the MOSART prototype was built withy, e rfectly t the tangible objects of the real scene. Camera
projector calibration algorithms are adapted to this casee Th

calibration involves a projector and a camera that are shaitip

to capture the infrared light re ected by the re ective marke o|54iyely to each other. A 9 6 black and white chessboard is
and ease the features extraction process. used for the calibration and several positions of this chemssbo

4.2. Projection Mapping

The projection mapping consists in mapping the virtual 2D
image of a tangible object to the physical model on the sam
objects. To achieve this goal the application needs to have flj
knowledge of the object's shape and of the projection model. Th
projection model determines how a 3D point is projected into
the image frame (3D-2D projection). In this case the projettio

model of the projector needs to be known to perform an “inverse-

are capture by a camera. For each position of the chessboard
4 corners are selected by the user in the projector frame and
n homography is computed between the projector frame and
e camera frame. This homography is used to nd the position
f all the remaining corners of the chessboard in the projecto
rame. With these positions the projection matrix and distorts
parameters of the projector can be estimated. The same method
is used to calibrate the camera.

projection” (2D-3D projection). An o -line calibration procesis
used to determine such projection model. Regarding the object4.2.2.2. Projector pose estimation
shape, an o -line process is performed to scan and reconstruédnce several views of the chessboard have been captured, the

the tangible object and incorporate its model in the applicatio pose of the projector in the camera franiil,, can be computed
Once hoth side of the system are known a virtual 3D scene can li®@m the measurements. Indeed the pose of the camfivg,
generated to exactly t the real scerfdgure 6 summarizes the and the pose of the projectdiivl,, according to each chessboard
projection mapping pipeline. Each step of the pipeline is detaile@osition can be estimated with a PnP algorithm on planar olgject
in the following sections. (Marchand et al., 20)6 Then the relative pose between the

Frontiers in Robotics and Al | www.frontiersin.org 6 August 2018 | Volume 5 | Article 93



Cortes et al. MOSART

FIGURE 5 | Stereo optical feature-based tracking pipeline. It is perfoned in four main steps: feature extraction, features cortation, triangulation, and 3D registration.

FIGURE 6 | Projection mapping pipeline. The object par{Top) is responsible of the virtual object creation including saaing and content creation. The projection part
(Bottom) is responsible of the projector calibration and projectiomodel estimation. It also involves the tracking systems thdbcalizes everything. A virtual scene is
created on-line to match the real environment.

projector and the camera can be computed with : the virtual camera in the virtual scene. Thus the relative pose
between the 3D models and the virtual camera match as close
‘Mp D “M°Mp. (2) as possible the real poses between the projector and the tangible

objects. The virtual scene is rendered in the virtual canzere

Figure 7illustrates the di erent framesK) and transformations ~ the projector projects the rendered image over the real sdéne.

(M) that take part in the projector pose estimation process. the di erent estimation steps dfigure 6are correctly performed
then the projection perfectly matches the real scene.

4.2.3. Virtual Scene Generation

The virtual scene is generated as a reconstruction of the red.3. Interaction Tools

scene. This reconstruction is possible thanks to the tragkismta Tangible tools enabling interaction techniques in SAR acies

and the 3D shape of the objects. The tracking data enables bave been proposed hyiarner et al. (2009and Marner and

position the 3D models of the tangible objects in the virtualThomas (201Q)For our MOSART prototype we have speci cally

scene. The projector projection model and pose are applied tesigned two tangible interaction tools. The rst tool is the
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“Panel” Figure 8 left). Itis a squared white board used to display  dynamically display 2D menus with various items. It can also

information. The second tool is the “StylusFigure 8 right) be used as a speci c tool, such as: a magnifying gkassyn
which looks like a pen. et al., 200§ an “x-ray” visualizer, etc.

Several 3D interaction techniques have been designed & Theinteractive Stylusis primarily used as a 3D pointer. The
exploit these two tools within MOSART: stylus serves as a selection tool in order activate optiods an

) ) ) ) ) select items by touching them on the control parfelgure 9,
1. The interactive Panel is primarily used as a control  yight) But it can also be used as a speci ¢ tool as well, such as:
screen Kigure 9, left). It can be straightforwardly used to g painting tool, a light torch, a laser beam, etc.

FIGURE 7 | Frame con guration for the calibration process. The estimaon of °“M o is explained in section 4.1 M is given by the tracking system and®My, is
computed as explained in section 4.2.2.

FIGURE 8 | Interaction tools of MOSART: the Pane{Left) and the Stylus(Right).

FIGURE 9 | Interaction tools in use: here the Pane{Left) is used to display the contextual items of a 2D menu that can bselected by pointing with the Stylug(Right).
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TABLE 1 | Main characteristics of the MoSART prototype. at 60 Hz and the cameras at 150 Hz ending up with a latency
of 10 ms. The end-to-end latency of MOSART, computed as the

Characteristic Value time between the start of an object motion and the beginning
Weight kg of the corresponding projection motion was found of nearly
FOVH V) 61 38 60 ms (including rendering and display latencies). The tragki
Tracking accuracy 0.1 mm induces a small jitter on the nal system performances. Jittas
Jitter 0.08mm  measured by leaving a tangible object at a stationary position
End-to-end latency 60 ms and recording its pose during 600 measurements without itigr
Resolution 1,280 800 process. The object was placed at an arm distance of the
Contrast 20,000:1 cameras (40-50 cm). The mean squared distance of the di erent
Brightness 800 Lumens  computed poses from their mean-normalized center then equals
0.08 mm and the 95% con dence radius of the distribution lies a
0.15mm.

The user interactions are taken into account in the virtuzsgse

generation so to modify the content projected over the tatgib 5. USE CASES

objects and tools. Other usages of these tools are depictbé in

use cases presented later in section 5. Of course, otheibtangiThe MoSART approach o ers numerous possibilities in terms
tools and interaction techniques could be added in MOSART irof interaction and visualization for single and/or collabtve

the future. situations. In this section, we present two di erent use cases
] ] designed and tested with our prototype, for: (1) virtual
4.4. Adding Collaboration prototyping and (2) medical visualization purposes. (see

An main advantage of MOSART is that it can be used in presencgccompagnyinyideo S1).

of multiple users. Indeed when only one user is equipped

with a MoSART headset any external person can still watch.1. Virtual Prototyping

the augmented tangible object and exchange orally with thMoSART enables to augment physical mock-ups with an in nite

main user. The other persons can also manipulate the tangibleumber of virtual textures. The users become able to interact

object and/or the interaction tools, although being coastedto ~ with the mock-up directly, editing and visualizing the tared

remain in the workspace of the main user corresponding to theariants of the same object.

eld-of-view of the head-mounted projector. Such collabiioa In our scenario, the user intends to choose the most suitable

mode could be useful in the context of education/trainingvisuals and dressing of a teddy bear (dégure 10. This

scenarios in which an external user shares information whi#h use case could of course be transposed to other kinds of

main user. 3D objects, such as for the automotive or clothes industry.
An extension with multiple devices, which we have notThe user can switch between dierent textures that are

implemented vyet, is discussed in section 7. This mode couldpplied to the tangible object. The selection of textures is

enable several users to be equipped with MOSART headsets (serale using a 2D menu displayed over the interactive Panel.

photomontage illustration irFigure 14). A previsualization of each available texture is displayed on
o the Panel Figure9, right). The selection is achieved by
4.5. Characteristics and Performances pointing in the Panel’s right location with the interactive

The main characteristics of our MoSART prototype areStylus.
summarized inTable 1 The system performances have been Second, the user becomes able to edit and change the
computed using an MSI GE72 2QE laptop (CPU core I7 2.70GHzexture by applying virtual painting over the tangible mock-
8Go RAM, SSD, GPU Nvidia GTX965M). up. Our interaction tools are also used for this purpose. The

The overall weight of the headset is around 1 Kkgjnteractive Panel is used to display several painting options
corresponding to: 472 g for the projector, 170 g for each camerguch as the dierent available colorsigure 11, left). The
and around 200 g for the helmet. The prototype currently runsinteractive Stylus acts like a paintbrush enabling the user to
on a laptop PC which can be worn in a backpack. Future worlkselect a desired color, but also a brush size or a brush shape.
would be needed to further miniaturize the components andThen, the user can directly paint the tangible mock-up with
embed the computation and the battery directly in the headset the Stylus as if he/she was painting a statue (Sgere 11,

The projector provides a short-throw ratio of 0.8:1.0right).
equivalent to an e ective eld of view (FOV) of 61 38 with Then, the Figure 1 (right) illustrates how two users can
an image resolution of 1,280 800 pixels. The projector provides collaborate during the painting task. One user is wearing a
images with a maximal brightness of 800 Lumens and a contramoSART headset and holding the tangible object. The other
of 20,000:1 which ends up with better performances when usingser is painting the model according to the main user's
the device at an arm distance (between 0.3 and 0.7 m) aridstructions.
acceptable ones when projecting on large objects that arediurt
away (e.g., a car mock-up at a scale close to 1). 5.2. Medical Visualization

The overall latency of the system depends on the trackin@ur second use case is a medical visualization scenarigiatjo
and projection display performances. The tracking system run® interact with a tangible body shape. To illustrate this use
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FIGURE 10 | Several textures can be applied to an object for virtual protyping purpose. The original teddy bear tangible objectéft) is augmented with various
textures selected with the control Panel.

FIGURE 11 | Virtual painting. The user can select a color on the PanéLeft) and paint the tangible object with the StylugRight).

FIGURE 12 | Medical visualization on a tangible chest. The user is able visualize the bones(Left) with or without the organs(Right) . [This image is published with
the written and informed consent of the depicted individugs)].

case, a women chest mannequin is used as a tangible object.The interaction tools can rst be used to change the
The user can visualize di erent inner components (e.g., bonesisualization state of the application to either: display thedmn

or organs) positioned with respect to the tangible human bodythe organs, the digestive system or the whole. To do so, the
On Figure 12 the left image illustrates the visualization of theinteractive Panel displays a menu with two-state buttons (see
chest bones and the right image illustrates the visuabmatif ~ Figure 9, left) that the user can toggle with the interactive Stylus
both bones and organs of the human chest. used as a pointer. Then, in another interaction mode, the Pane
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FIGURE 13 | Exploration of 3D medical models. The Panel can be used as a ngmifying glass(Left) to visualize details or hidden organs. The Stylus can simuaa
ashlight (Right) to better perceive depths and illuminate some parts of the iual models.

and Stylus can be used to further explore the virtual inner
components. The user can notably use the Panel as a magnifyi
glass (se€igure 13 left) to be positioned in front of an area of
interest (such as for observing some small hidden organkef t
chest). The Stylus can also serve as a ashlight Fsgaere 13
right) to illuminate the organs and have a better perception of
their geometry and material.

This visualization use case could inspire similar setups

for education or training purposes, in single or collaborative
conditions, without being limited to the medical eld. Besis|
by placing re ective markers over the body of a real person,
MOSART could actually be used with a real body and a rea
patient (\i et al., 201). This could be interesting for educational
purposes, but also before or during a surgical operation.
However, a technical challenge would consist here in atelyra
tracking the deformable body in real-time.

FIGURE 14 | Concept of a collaborative setup with two MoSART systems
(photomontage). The users could look at different sides ohe object for an
even wider projection space. [This image is published witthe written and
informed consent of the depicted individual(s)].

6. CURRENT LIMITATIONS

There are of course several limitations to our current proof-
of-concept of the MOSART approach. We believe that many
of them could be solved considering the following path for
improvement:

Stereoscopic Projectionin some cases, the MoSART system
could bene t from stereo projection. By using a 3D projector

done at closer or further distances than the one on focus. This
issue can be solved by using either a laser projector or auto-
focus algorithms. Nevertheless it could also add some latency
to the overall system.

Full Portability: The tracking and projection mapping
computations are currently done on an external computer.
This computer could be embedded on a backpack together

and shutter glasses, 3D content could also be projected overwith a battery that could power the projector. The entire

the tangible objects. It could provide depth perception such as
the one provided by optical see-through AR devices. However,

a stereoscopic rendering generally induces the additioeatin

of glasses and might prevent some collaborative scenaries. W

can also stress that projecting internal structures on the 3D
objects may require to distort the projected image according
to the object's model. According to our personal experienee th
distortion was not very disturbing in our use-cases, altjioa
proper user study would be needed here.

Focus IssueThe focus of the projector can be an issue with
our current prototype of MOSART. Indeed since the tangible
objects can be manipulated directly, the projection may be

system could also be ultimately miniaturized and put inside
the headset.

Model-based Tracking Even though feature-based tracking
often provides better performance than model-based tracking
it requires to add markers over the tangible objects and thus
preparing the objects beforehand. It could be interesting o te
the MOSART approach with a model-based tracking that could
provide knowledge about the overall geometry of the realscen
and not only of the augmented objects, although maybe to the
detriment of the overall performance.

Occlusions The use of tangible tools can generate partial
occlusion problems since the tools can sometimes be located
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between the projector and the tangible object. The direcpotential blindness due to the projection light. All these pitel
manipulation of the objects with the hands can also be a causssues could thus be investigated in future works.

of partial occlusions. Partial occlusions generate an iecefht MoSART has only been tested with rather small tangible
projection over the occluding parts (hands and tools). Thesebjects that can be held in the hand. Thus, it could also be
issues could be dealt with by detecting occlusions with atdeptinteresting to test the MOSART concept with medium (chairs,
sensor and then removing the projection over occluding partstables, etc) and large objects (cars, rooms, etc.). UsingAR®S
The work fromZhou et al. (2016proposes already a solution on larger objects might notably require an improvement of
to this problem as long as the occluding objects are not tothe projection performance to keep bright and contrasted
close to the manipulated object. projections. A projector could actually be designed speciycall
Resolution When projecting over small surfaces (e.g., théo overcome these potential limitations. It could also focus on
interactive panel) the resolution of the image can be rathereducing the overall weight of the system to further faatkt
limited since only a small portion of the projector will be its usage and increase user comfort. Also, a user study could be
used. Thus displaying detailed information and interactingcarried out to evaluate the performances of MOSART in terms of
with small virtual objects over these surfaces can be ditcul user experience and comfort in comparison with stationary SAR
A solution to overcome this limitation could be to use a realand OST-AR systems.

interactive tablet.

8. CONCLUSION
7. DISCUSSION

We have proposed a novel approach for SAR with tangible

MOoSART provides mobile spatial augmented reality on tangiblebjects called MoSART. A proof-of-concept has been designed
objects. MOSART has been tested within several use caskased on a “all-in-one” headset providing head-mounted
Within informal tests it was found very promising in terms of projection an feature-based stereo optical tracking. Taegib
3D interactions, both for direct manipulation of the physical objects with complex geometries could be augmented with
mock-ups, as well as by means of our dedicated interactionirtual textures, and the user can interact with them thanks
tools. to a set of tangible interaction tools. Our prototype shows

Considering the current limitation of a majority of AR syste  good performance compare to current AR systems, and it has
regarding the eld-of-view, it is noteworthy that MOSART can been tested within several use cases for virtual prototyping
considerably increase the FOV and the interaction workspacand medical visualization. Taken together, our resultsgesg
especially compared to OST-AR (e.g., Microsoft Hololens). Ththat the MOSART approach enables a straightforward, mobile,
weight of the rst MoSART prototype still remains above and direct interaction with tangible objects, for a wide rang
the usual weight of commercial OST-AR headsets (less thaf augmented reality applications in single or collaborative
600 g for the Hololens for instance). But the design of ourconditions.
prototype has not been fully optimized and miniaturized yet,
and we can anticipate a reduction of the total size and weighAUTHOR CONTRIBUTIONS
in the following versions. Future studies could be carried
out in order to compare the MoSART approach to otherGC, EM, GB, and AL contributed conception and design of the
existing head-mounted AR systems (e.g., OST-AR or VSTBystem. GC wrote the rst draft of the manuscript. GC, EM, and
AR). AL wrote sections of the manuscript. All authors contributed

Regarding the technological evolution of MoSART, wemanuscript revision, read and approved the submitted version.
envision several paths for future works in addition to the sne
presented in the previous section. The calibration processtlcouACKNOWLEDGMENTS
rst be fully automatized using a similar technique as the
one proposed byvoreno and Taubin (2012Wwhich could also  The authors wish to thank S. Robinet from Realyz for its support
improve the 2D-3D matching performance of our system. Thenpn the conception of the MoSART helmet. They also wish
as mentioned in section 4.4, a multi-user collaborationlddae  to thanks M. Douzon from Realyz for its implication in the
implemented to support several MoSART systems at the saniealization of the images and the video.
time (see photomontage dfigure 14). In this case a master
computer can handle the rendering of the virtual scene in the(SUPPLEMENTARY MATERIAL
di erentvirtual cameras corresponding to the di erent MOSART
projectors enabling to generate the virtual scene only omzk a The Supplementary Material for this article can be found
to avoid inconsistencies when projecting. Such implemeoitati online at: https://www.frontiersin.org/articles/10.388obt.
may required to have a blending of the multiple images and th018.00093/full#supplementary-material
jitter of the distinct devices should still be taken into aant.  video S1 | MoSART: Mobile Spatial Augmented Reality for 3D interactioon
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