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Abstract

For the control of unmanned aerial vehicles (UAVs) in GPS-denied environments, cameras have been widely exploited as

the main sensory modality for addressing the UAV state estimation problem. However, the use of visual information for

ego-motion estimation presents several theoretical and practical difficulties, such as data association, occlusions, and lack

of direct metric information when exploiting monocular cameras. In this paper, we address these issues by considering a

quadrotor UAV equipped with an onboard monocular camera and an inertial measurement unit (IMU). First, we propose

a robust ego-motion estimation algorithm for recovering the UAV scaled linear velocity and angular velocity from optical

flow by exploiting the so-called continuous homography constraint in the presence of planar scenes. Then, we address the

problem of retrieving the (unknown) metric scale by fusing the visual information with measurements from the onboard

IMU. To this end, two different estimation strategies are proposed and critically compared: a first exploiting the classical

extended Kalman filter (EKF) formulation, and a second one based on a novel nonlinear estimation framework. The main

advantage of the latter scheme lies in the possibility of imposing a desired transient response to the estimation error when

the camera moves with a constant acceleration norm with respect to the observed plane. We indeed show that, when com-

pared against the EKF on the same trajectory and sensory data, the nonlinear scheme yields considerably superior perfor-

mance in terms of convergence rate and predictability of the estimation. The paper is then concluded by an extensive

experimental validation, including an onboard closed-loop control of a real quadrotor UAV meant to demonstrate the

robustness of our approach in real-world conditions.
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1. Introduction

In recent years, inspection and search and rescue tasks have

become one of the most important envisaged applications

for unmanned aerial vehicles (UAVs). For instance, small-

size UAVs, such as quadrotors, have been used to investi-

gate disaster sites after earthquakes, such as Christchurch

(New Zealand) and Emilia Romagna (Italy), and most pro-

minently the Fukushima Daiichi power plant in Japan.

Along similar lines, some large-scale research projects have

been recently funded on these and related topics (see, e.g.,

AIRobots, 2010; ARCAS, 2011; Sherpa, 2013). Indeed,

thanks to their high agility, pervasiveness and customizabil-

ity, small UAVs represent an ideal robotic platform for

navigating in harsh and cluttered environments, when oper-

ating in either full autonomy or under the (partial) remote

control of skilled human operators.

In all cases, a widely recognized key component for the

successful deployment of such systems is a reliable state

estimation module able to deal with highly unstructured

and/or GPS-denied indoor environments. This typically

imposes a major requirement on the system: since the tar-

get environment for the considered applications cannot be
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prepared before the deployment of the vehicle, the UAV is

constrained to only rely on onboard sensing and processing

capabilities. These constraints have motivated, over recent

years, the extensive use of onboard cameras as the main

sensory modality for state estimation purposes, see Weiss

et al. (2013a) and Scaramuzza et al. (2014) for a recent

overview. Vision indeed provides a rich sensory feedback

which could, in principle, yield a full understanding of the

surrounding environment. However, as is well known, an

effective use of the visual information also presents many

theoretical and practical difficulties. For instance, robust

data extraction and association across multiple frames is

often a major issue in real-world scenarios, especially when

comparing images from distant points of view. Also, when

relying on monocular cameras (as in most typical settings),

any position/velocity information can only be retrieved up

to an arbitrary scale factor, which must then be disambigu-

ated by fusing the visual information with independent

(metric) measurements from other onboard sensors. This

has motivated many recent works on data fusion exploiting

the concurrent (metric) measurements from onboard accel-

erometers embedded in the inertia measurement units

(IMUs) present on most flying robotic systems (Martinelli,

2012; Li and Mourikis, 2013; Omari and Ducard, 2013).

Existing work on metric camera-based state estimation

mostly relies on simultaneous localization and mapping

(SLAM) techniques to build and maintain a map of visual

features, with the position of the vehicle in the map being

estimated in parallel. Acceleration measurements are then

used to reconstruct the metric scale of the underlying map

(Martinelli, 2012). This has been achieved by Nützi et al.

(2011) and Faessler et al. (2015) using visual-SLAM algo-

rithms, such as PTAM (Klein and Murray, 2007) and SVO

(Forster et al., 2014), respectively, and, even more remark-

ably, through the observation of just a single feature over

time by providing a closed-form solution for the computa-

tion of the metric scale factor (Martinelli, 2012). However,

all of these approaches depend on the possibility to continu-

ously track features for an extended period of time.

Therefore, the level of robustness required for the UAV

control can be hard to guarantee as the visual system can be

affected by, e.g. unexpected occlusions or the need of heavy

computations for a reliable feature matching. This is not the

case, however, when relying on motion estimation from

optical flow, as, in this case, data extraction and association

is performed on consecutive, and, thus, spatially very close-

by, acquired images. Motivated by these considerations, a

first contribution of this paper is then the development of

an approach based on optical flow decomposition for pro-

viding a reliable and robust ego-motion estimation module

for safe UAVoperation in unstructured environments.

Exploiting purely optical flow, a system capable of

hovering and landing on a moving platform was presented

by Herissé et al. (2012). However, this work did not con-

sider the issue of determining the unknown scene scale fac-

tor since the proposed control approach was implemented

by only relying on the non-metric linear velocity directly

obtained from a monocular camera. An approach combin-

ing optical flow decomposition and sensor fusion for metric

scale estimation was instead presented by Honegger et al.

(2013) by developing a small sensor for velocity estimation

onboard UAVs. However, the proposed sensor relied on a

ground facing sonar for metric scale estimation, thus limit-

ing the vehicle to near ground operations within the range

of the sonar. Finally, by exploiting an extended Kalman fil-

ter (EKF) to fuse optical flow measurements with IMU

readings, Weiss et al. (2012) demonstrated the possibility

of estimating the metric scale, sensor biases, and the IMU/

camera relative pose. This system was later extended by

Weiss et al. (2013b). However, the system was mainly

designed for serving as an initialization of the PTAM

framework in near hovering mode rather than for closed-

loop UAV control over an extended period of time.

It can be noted that most of the presented camera-based

state estimation methods rely on the classical EKF frame-

work to fuse together the available sensor readings (e.g.

from vision and IMU) for then extracting the metric scale.

However, despite being widespread, the use of a EKF-based

scheme presents two (often overlooked) drawbacks: (i) it

necessarily involves a linearization of the (nonlinear) sys-

tem dynamics (such as when dealing with visual–inertial

estimation problems); and (ii) as a consequence, it does not

allow for an explicit characterization of the estimation error

behavior (e.g. its convergence rate). Therefore, as an addi-

tional contribution, in this paper we propose a novel visual–

inertial estimation scheme exploiting optical flow and IMU

measurements based on a recently developed nonlinear

observation framework for active structure from motion

(Spica and Robuffo Giordano, 2013; Spica et al., 2014).

Compared with a classical EKF, the use of this nonlinear

filter yields an estimation error dynamics with a fully char-

acterized convergence behavior when the camera is moving

with a constant acceleration norm with respect to the

observed scene. It is then possible, for instance, to actively

impose a desired error transient response by suitably acting

on the estimation gains and on the UAV motion, as well as

to predict the convergence time of the estimation error in

terms of percentages of the initial error. Finally, the reported

results will also extensively show that the use of this non-

linear filter yields a substantial faster (and more controlled)

error convergence compared to a classical and ‘fully

informed’ EKF, thus making it a viable and robust alterna-

tive to other consolidated schemes.

1.1. Summary of contributions

Part of the work presented in this paper is based on (Grabe

et al., 2012a,b, 2013a). In this paper, we nevertheless pro-

vide a more comprehensive overview with additional details

and several extensions. In particular, we introduce the fol-

lowing novel contributions: (i) a full characterization of the

estimation error transient response for the proposed non-

linear estimation scheme used to retrieve the metric scale

from optical flow and IMU measurements. As explained,
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this analysis also determines the conditions on estimation

gains and UAV motion which then allow to impose a desired

convergence behavior to the scale estimation error; (ii) an

extensive set of new simulative and experimental results

investigating various aspects of the proposed ego-motion

estimation scheme, including robustness against noise,

trade-off between noise sensitivity and amount of ‘control

effort’ (UAV linear acceleration), as well as an experimental

validation of closed-loop velocity control with all computa-

tions run onboard and in real-time on a quadrotor UAV.

The rest of the paper is then structured as follows: in

Section 2 we first review the proposed ego-motion estima-

tion algorithm from optical flow which provides an estima-

tion of the UAV (non-metric) linear and angular velocity.

Subsequently, Section 3 introduces two estimation schemes

meant to recover the unknown scale factor by fusing the

visual information with the IMU readings: a filter based on

the standard EKF machinery and a novel deterministic non-

linear observer. The two filters are then compared by high-

lighting, for the latter, the possibility to characterize and

actively shape its error transient response. Afterwards,

Section 4 reports and discusses the results of several simu-

lations and experiments aimed at validating and comparing

the two ego-motion estimation approaches, and, finally,

some experiments of closed-loop control on a quadrotor

UAV are presented. Section 5 then concludes the paper and

discusses some open points and future directions.

2. Ego-motion estimation from optical flow

The approach adopted in this work for ego-motion estima-

tion from the perceived optical flow is based on the decom-

position of the so-called continuous homography matrix

(Ma et al., 2004), complemented with the typical measure-

ments obtainable from an onboard IMU. A distinguishing

feature of our method with respect to most of the previous

literature is the use of a continuous approach for motion

recovery. In fact, the typical incremental ego-motion esti-

mation algorithms (e.g. the so-called visual odometry

(Scaramuzza and Fraundorfer, 2011)) assume presence of

small but finite camera displacements over frames, and are

thus based on reconstruction methods involving the dis-

crete epipolar/homography constraints. However, since

most cameras acquire images at high rates, we judged more

appropriate to adopt a continuous point-of-view in order to

recover, at each step, the camera instantaneous linear/angu-

lar velocity rather than a finite displacement over time.

In the following we summarize, for the reader’s conveni-

ence, the main features of the employed ego-motion estima-

tion method whose full details can be found in Grabe et al.

(2012a,b).

2.1. Review of the continuous homography

constraint

Seen from a moving camera, the apparent velocity of a point

X 2 R
3 still in space as a result of the camera motion is

_X= ½v�×X+ v ð1Þ

where v 2 R
3, v 2 R

3 are the camera linear/angular velo-

city (both expressed in the camera frame), and [v]× 2
so(3) is the skew-symmetric matrix associated with vector

v 2 R
3.

Consider a set of point features located on a common

plane of equation nTX = d where n 2 S
2 is the unit normal

vector to the plane, and d 2 R the orthogonal distance of

the plane to the camera frame. By rearranging the plane

constraint as 1
d
nTX= 1, equation (1) becomes

_X= ½v�×X+ v
1

d
nTX= ½v�× +

1

d
vnT

� �
X=HX ð2Þ

Matrix H 2 R
3× 3 is commonly referred to as the continu-

ous homography matrix: it encodes the camera linear/angu-

lar velocity (v, v), as well as the scene structure (n, d).

Defining lx = X for a scalar depth factor l as the image

of a point X, and exploiting the fact that _X= _lx+ lu and

_x= u, where u is the observed velocity of the point x on

the image plane, one obtains

u=Hx�
_l

l
x ð3Þ

The depth factor l in (3) can be removed by pre-

multiplication of [x]× . This results in the so-called contin-

uous homography constraint (Ma et al., 2004)

½x�×Hx= ½x�× u ð4Þ

which involves the measured (x, u) and the (unknown) con-

tinuous homography matrix H.

2.2. The 4 -point algorithm (Algorithm V1)

Matrix H in (4) can be recovered from a set of N measured

pairs (xi, ui) of detected features xi 2 R
3 on the image

plane and associated feature velocities ui 2 R
3. This can be

easily obtained as follows: by stacking the elements of H

into the vector HS = ½H11,H21, . . . ,H33� 2 R
9, one can

rewrite (4) as

aTi H
S = ½xi�× ui ð5Þ

where ai = xi � ½xi�× 2 R
9× 3, and 5 stands for the

Kronecker product. By then defining A= ½a1, . . . , aN �T

2 R
3N × 9 and B= ½½x1�× u1, . . . , ½xN �× uN �T 2 R

3N, one

obtains the linear system

AHS =B ð6Þ

Assuming presence of at least N � 4 measured pairs (xi, ui),

system (6) can be solved in a least-squares sense as

HS = AyB, with Ay denoting the pseudo-inverse of matrix A.

After having recovered H, using standard techniques

(Ma et al., 2004) it is further possible to algebraically

decompose it into the scaled linear velocity v/d, the angular

Grabe et al. 3
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velocity v, and the plane normal n. However, it can be

shown that, in general, two physically equivalent solutions

are compatible with a given homography matrix H.

Thanks to this decomposition, one can then obtain the

quantities (v/d, v, n) from two consecutive visual observa-

tions and without the use of additional sensor readings or

previously acquired data structures such as, e.g., a map.

This first version of the ego-motion algorithm will be

referred to as V1 in all the following developments.

2.3. Exploiting the known angular velocity

(Algorithm V2)

Since any typical onboard IMU can directly measure the

angular velocity vIMU, we can consider v = vIMU as

known from external (i.e. not vision-based) sources.

Knowledge of v can then be used to derotate the perceived

optical flow field as

u0x
u0y

� �
=

ux

uy

� �
� �xxxy 1 + x2

x �xy

�(1 + xy)
2 xxxy xx

� �
v ð7Þ

where the interaction matrix relating u to (v, v) was

exploited (Chaumette and Hutchinson, 2006). This derota-

tion step then reduces matrix H to

H=
1

d
vnT ð8Þ

Since n spans HT and ||n|| = 1, we can obtain n from the

singular value decomposition H = USVT as the first col-

umn of matrix V. The inherent sign ambiguity can be

resolved by enforcing nz . 0. Having retrieved n, we then

obtain v/d = Hn.

This algorithm, which will be referred to as V2 in the

following, requires the observation of at least three feature

pairs (xi, ui) and yields a unique solution for v/d and n.

2.4. Exploiting the known angular velocity and

plane orientation (Algorithm V3)

In most indoor environments and when considering UAVs

with downlooking cameras, the dominant plane can be

safely taken as horizontal with, thus, its normal vector n

parallel to the gravity vector. Therefore, one can exploit the

ability of onboard IMUs to estimate (via internal filtering)

the local gravity vector, thus allowing to consider n’nIMU

as measured independently from the visual input.

Plugging (8) in (4) yields

½x�×
1

d
v=
½x�× u

nTx
ð9Þ

where now nTx is a known quantity. Letting

d = (½x�× u)=(nTx) 2 R
3, one then obtains the following

equation linear in v/d (the only unknown left)

½xi�×
v

d
= di, i = 1 . . . N ð10Þ

A least-squares approximation of v/d over all N tracked

features can be obtained by stacking all [xi]× into the

matrix G = ½½x1�× , . . . , ½xN �× �
T 2 R

3N × 3 and all di into

the vector D = ½d1, . . . , dN �T 2 R
3N resulting in the linear

system

G
v

d
= D ð11Þ

which can be solved as v/d = GyD.

Note that any two distinct feature point vectors xi, xj

will never be parallel due to the perspective projection of

the camera. Thus, in principle, only two flow vectors are

required to obtain a solution for v/d. However, a more

robust estimation is of course obtained by incorporating all

observed flow vectors.

This third algorithm will be referred to as V3 in the

following.

2.5. Segmentation of features

In order to further improve the robustness of the velocity

estimation system, we developed a thresholding method to

test whether a set of features belongs to a common plane,

and whether a new feature is a member of an existing plane

(Grabe et al., 2012b).

This method is based on the observation that the ‘repro-

jection’ vector

E=B� AHS =B� AAyB 2 R
3N

must vanish when all observed features belong to a com-

mon plane, since (6) and its variants admit an exact solu-

tion only in this case. Therefore, the quantity ||E||/N (where

N is the number of tracked features) can be taken as a ‘pla-

narity measure’ to decide whether the observed features

belong to a common plane. This approach can then be gen-

eralized to test newly tracked features against a previously

known plane.

Use of this thresholding method can clearly improve the

robustness of the velocity estimation algorithms presented

in the previous section, since outliers (of the planarity

assumption) can be more easily rejected from the main-

tained set of visual features. Therefore, we proposed in

Grabe et al. (2012b) a random sample consensus

(RANSAC)-based approach meant to find an initial set of

features belonging to a predominant plane which is then

extended as the UAV explores the scene. In parallel, the

system constantly monitors the set of rejected features to

detect new or more consistent planes in the environment.

To maintain the quality of the feature set, the agreement of

each feature with the main segmented plane is also con-

stantly monitored, with outliers being removed as the cam-

era traverses the environment.

Using this filtering technique, we showed in Grabe et al.

(2012b) that the estimation of the scaled linear velocity v/d

could be improved by a factor of 25% in the presence of a

dominant ground plane partially covered by additional

4 The International Journal of Robotics Research

 by guest on May 25, 2015ijr.sagepub.comDownloaded from 

http://ijr.sagepub.com/


objects compared to an unfiltered version of the algorithm.

This then validated the use of the proposed ego-motion

estimation algorithms (which are based on the continuous

homography constraint) also in non-perfectly planar scenes

as those one can typically find in indoor environments.

2.6. Final discussion

We conclude with some final considerations about the

choice of basing the proposed ego-motion estimation algo-

rithm upon the homography constraint instead of the other

well-known epipolar constraint often exploited in computer

and robotic vision. In general, the applicability of the

homography versus epipolar constraint depends on the

structure of the environment: methods relying on the epipo-

lar constraint are more appropriate for highly unstructured

scenes where a collection of points in general position can

always be detected.1 On the other hand, solutions based on

the homography constraint should be favored when dealing

with approximately planar scenes. Indeed, in the ideal case

of features extracted from a perfect planar scene, the epipo-

lar constraint ‘loses rank’ and one cannot obtain any longer

a unique solution (up to a scalar factor) for the ego-motion

recovery (Ma et al., 2004). The homography constraint, on

the other hand, allows us to correctly address the case of

planar scenes (which is the case considered in this paper).

Furthermore, compared with epipolar-based algorithms,

the homography constraint remains better conditioned also

in case of stationary flight, e.g. with a small amount of

translational motion (indeed, the epipolar constraint

vanishes for a zero translation/linear velocity). Therefore,

while the epipolar constraint can be more suited for persis-

tently translating maneuvers or vehicles (e.g. fixed-wing),

the homography constraint ought to be more robust for typ-

ical indoor (close to stationary) flight regimes of vertical

take-off and landing vehicles such as quadrotor UAVs.

These considerations then motivated our choice of the

homography constraint for dealing with the ego-motion

recovery. Indeed, as explained, in many scenarios, such as

indoor hallways or areal coverage, one can safely assume

the presence of a dominant ground plane spanning most of

the observed features. Coupled with the RANSAC-based

outlier rejection described in the previous section, our pro-

posed solution then proved to yield accurate results as it

will be discussed in Section 4.2.

3. Online scale estimation

The ego-motion algorithm (in its three variants) presented

in the previous section allows us to obtain a reliable estima-

tion of the scaled camera linear velocity v/d. In this section,

we discuss two estimation schemes meant to recover the

plane distance d by fusing the optical flow decomposition

with the onboard accelerometer measurements.

3.1. Equations of motion

We start by deriving the equations of motion relevant to the

case under consideration. In the following, we will denote

with B, C, I and W the body, camera, IMU and inertial

world frames, respectively. The origin of frame B is

assumed to be located at the quadrotor barycenter, while

frames C and I are supposed to be rigidly attached to B,

see Figure 1. Throughout the text, left superscripts will be

exploited to indicate the frames where quantities are

expressed in. The symbol XRY 2 SO(3) will be used to

denote the rotation matrix from frame X to frame Y, and
ZpXY 2 R

3 to represent the vector from the origin of frame

X to the origin of frame Y, expressed in frame Z. We also

introduce the following quantities instrumental for the next

developments: g 2 R
3 as the gravity vector, and I f 2 R

3,
Iv 2 R

3 as the specific acceleration and angular velocity

at the origin of I .

Define Cv= CRW
W _pWC as the camera linear velocity in

camera frame, and Bv= BRW
W _pWB as the body linear

velocity in body frame. Since BRC,
BRI , BpBC and BpBI

are assumed constant, from standard kinematics the follow-

ing relationships hold:

Bv= BRC(
Cv+ ½Cv�× CpCB)= BRC Cv+ ½Bv�× BpCB,

C _v= CRI (
Ia+ ½I _v�× IpIC+ ½Iv�2× IpIC)� ½

Cv�× Cv
= CRI

Ia+ ½C _v�× CpIC+ ½Cv�2× CpIC � ½
Cv�× Cv

ð12Þ

= Ck� ½Cv�× Cv ð13Þ
Cv = CRI

Iv ð14Þ
C _v = CRI

I _v ð15Þ

where Ia= IRW
W€pWI is the linear acceleration experi-

enced by the IMU and

Ck = CRI
Ia+ ½C _v�× CpIC+ ½Cv�2× CpIC ð16Þ

Fig. 1. Locations of the IMU (I ), camera (C), body (B) and

world frames (W) relative to each other. Frames I ,B and C are

assumed to be rigidly linked to each other. The world frameW is

oriented horizontally with its z -axis pointing down, following

the NED convention.

Grabe et al. 5
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is the camera linear acceleration with respect toW. We note

that Ia= If+ Ig and Ig= IRW½0, 0, g�T in the case of a

horizontal orientation of the world frame, see Figure 1.

In the presence of a planar scene CnTCP+ d = 0 one also

has (see, e.g., Robuffo Giordano et al., 2008)

C _n= � ½Cv�× Cn ð17Þ

_d = CvTCn ð18Þ

Finally, according to this notation, the decomposition of

the optical flow summarized in the previous section allows

us to directly measure the scaled linear velocity Cev = Cv=d.

The estimation schemes presented in the following are then

meant to recover the (unmeasurable) value of the plane dis-

tance d and the metric linear velocity vector Cv.

3.2. Scale ambiguity

As in any monocular structure from motion (SfM) prob-

lem, the inherent scale ambiguity of the observed scene

can be resolved only if the camera motion is sufficiently

exciting with respect to the estimation task. For instance,

the depth of a point feature can be recovered only if the

camera travels with a non-zero linear velocity not aligned

with the projection ray of the observed point, and other

constraints exist for different geometrical primitives (Spica

et al., 2014).

In the case under consideration, a camera traveling with

zero linear acceleration Ck = 0
� �

does not allow us to infer

the plane distance d and the linear velocity Cv from the

measured Cv=d: an accelerated motion with respect to the

observed plane is necessary in order to recover the correct

pair (Cv, d). This (known) requirement can be briefly justi-

fied as follows: by setting Ck = 0, the dynamics (13)–(18)

reduce to

C _v=�½Cv�× Cv
_d = CvT Cn

(
ð19Þ

that is, an expression homogeneous in the pair ( Cv, d).
Therefore, given a solution (Cv�(t), d�(t)) of system (19),

any other pair (lCv�(t), ld�(t)) is also a valid solution, with

l 2 R being an arbitrary scale factor. The measured output
Cv=d, however, does not depend on the scale factor l:

hence, whatever the adopted filter, a non-accelerating cam-

era cannot disambiguate the correct pair (Cv, d) from the

perceived optical flow as any other pair (lCv(t), ld(t))
would be equally consistent with the dynamics (19) and the

measured Cv=d.

On the other hand, the presence of a non-zero (and

known) linear acceleration Ck 6¼ 0 breaks the homogeneity

of (19) with respect to (Cv, d) and makes it possible to

recover the correct scale factor l during motion. Section

3.4 will revisit these considerations in the context of persis-

tency of excitation of the camera motion during the estima-

tion task.

3.3. Scale estimation based on the EKF

As a first approach to estimate the distance to the planar

scene d, we develop a classical EKF upon the equations of

motion of the system. In particular, we adopt the discrete

version of the EKF, and let index k 2 N denote the kth

iteration step. For clarity, we will append a right subscript

m to identify all of those quantities that are directly avail-

able through one of the onboard sensors, e.g. specific force
Ifm and angular velocity Ivm from the IMU, and the scaled

linear velocity Cevm = (Cv=d)m from the camera.

We define the EKF state vector x to consist of the metric

camera linear velocity in camera frame Cv and the inverse

r = 1/d of the camera distance to the planar scene:

x=
Cv
r

� �
, Cv 2 R

3, r 2 R ð20Þ

The choice of taking an inverse parameterization r = 1/d

(in place of just d) for the scene scale is indeed known to

yield better results in the context of structure estimation

from motion, see, e.g., De Luca et al. (2008) and Civera

et al. (2008). This inverse parameterization will also be

instrumental in the design of the nonlinear observer of

Section 3.4.

Since the onboard IMU directly outputs the specific

acceleration Ifm and angular velocity Ivm in its own

frame,2 we rewrite (13) as

C _v= CRI (
Ia+ ½I _v�× IpIC+ ½Ivm�2× IpIC)� ½

Cvm�× Cv
’ CRI (

Ifm + Ig+ ½Ivm�2× IpIC)� ½
Cvm�× Cv

ð21Þ

As no direct measurement of I _v is possible on most quad-

rotor setups, and as Iv is usually a noisy signal, we

approximate I _v’0 in (21) rather than attempting to

recover I _v via a numerical differentiation. Exploiting (18),

the dynamics of r is instead given by

_r = �
_d

d2
= � r2 CvT Cn ð22Þ

Consequently, the following equations govern the pre-

dicted state �x½k� in terms of the previous estimated state

x̂½k � 1� :

C�v½k�= Cv̂½k � 1�+ T C _v½k � 1� ð23Þ

�r½k�= r̂½k � 1� � T r̂2½k � 1� Cv̂½k � 1�T Cn½k � 1� ð24Þ

where T denotes the sampling time of the filter.

Although most quantities derived in the following steps

are time varying, from now on, for the sake of exposition

clarity, we will omit the time dependency [k] wherever

possible.

To compute the predicted covariance matrix of the sys-

tem uncertainty �S½k� 2 R
4× 4, we first derive the Jacobian

matrix G½k� 2 R
4× 4
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G=

∂Cv½k�
∂Cbv½k � 1�

∂Cv½k�
∂r̂½k � 1�

∂�r½k�
∂ Cbv½k � 1�

∂�r½k�
∂r̂½k � 1�

26664
37775

=
I3 � T ½Ivm�× 03× 1

�T r̂2 CnT 1� 2T r̂ CbvT Cn
" # ð25Þ

Matrix bS½k � 1� from the previous step is then propagated

as

�S½k�=GŜ½k � 1�GT +R: ð26Þ

Here, matrix R 2 R
4× 4 is obtained from

R=V
cov(Ifm) 03× 3

03× 3 cov(Ivm)

� �
VT ð27Þ

where

V=

∂Cv½k�
∂Ifm

∂Cv½k�
∂Ivm

∂�r½k�
∂Ifm

∂�r½k�
∂Ivm

266664
377775

=
TCRI T (CRIM+ ½Cbv�× CRI )
01× 3 01× 3

24 35 2 R
4× 6

ð28Þ

M= (IvT
m
IpIC)I3 + Ivm

IpTIC � 2IpIC
IvT

m ð29Þ

and cov(Ifm) 2 R
3× 3, cov(Ivm) 2 R

3× 3 are the covar-

iance matrices of the accelerometers/gyroscopes sensors in

the IMU, which can be experimentally determined.

The predicted state �x is then updated whenever a new

scaled visual velocity estimate zm = Cevm = Cv=d
� �

m

becomes available from the optical flow decomposition.

Let z be the predicted scaled visual velocity estimation

based on the predicted state x

�z= C�v�r ð30Þ

The Kalman gain K 2 R
4× 3 is obtained as

K= �SJT(J�SJT + cov(zm))
�1 ð31Þ

where cov(zm) 2 R
3× 3 is the covariance matrix of the

scaled visual velocity measurement, and the Jacobian

J 2 R
3× 4 is given by

J=
∂�z½k�
∂C�v½k�

∂�z½k�
∂�r½k�

� �
= I3�r C�v
� 	 ð32Þ

Finally, the predicted state �x½k� is updated to the

estimated state bx½k�, together with uncertainty matrix Ŝ½k�,
as

bx =
Cv̂
r̂

� �
=

C�v
�r

� �
+K zm � �zð Þ ð33Þ

Ŝ = (I4 � KJ)�S ð34Þ

3.3.1. Discussion. Several quantities are needed for the

implementation of the proposed EKF. Apart from the esti-

mated state x̂½k�, one needs knowledge of:

1. the constant IMU/camera rotation matrix IRC and dis-

placement vector IpIC;
2. the IMU angular velocity Ivm;

3. the scaled camera linear velocity Cevm = (Cv=d)m;

4. the IMU linear acceleration Ia= Ifm + Ig;

5. the plane normal Cn.

The quantities in item 1 are assumed to be known from a

preliminary IMU/camera calibration phase, see, e.g., Lobo

and Dias (2007), while vector Iv in item 2 is available

directly from the IMU gyroscope readings. Similarly, vector
Cevm in item 3 is retrieved from the optical flow decomposi-

tion described in Section 2.

Measurement of the linear acceleration Ia in item 3

requires the specific acceleration Ifm (directly available

through the IMU accelerometer readings) and knowledge

of the gravity vector Ig in IMU frame. An estimation of

this latter quantity is also provided by standard IMUs in

near-hovering conditions, a fact largely exploited when

recovering the UAV attitude from onboard sensing, see,

e.g., Mahony et al. (2008). In our case, we found the

employed IMU able to provide a reliable estimation of Ig
even when undergoing moderate accelerations thanks to its

internal filtering scheme. An experimental validation of

these observations is provided in Section 4.4.

Finally, Cn can be directly recovered from the optical

flow decomposition as discussed in Sections 2.2–2.3 (this

step can also be complemented by the use of filtering tech-

niques such as those discussed in Eudes et al. (2013)), or,

in the case of a horizontal planar scene as often found in

indoor environments, by identifying its direction with that

of Ig. This latter possibility was exploited in all of the

experiments reported in Section 4, which indeed involved a

plane normal Cn parallel to g (horizontal ground plane).

3.4. Scale estimation based on a nonlinear

estimation scheme

In this section, we summarize the derivations of the alterna-

tive nonlinear observer for retrieving the plane distance d

based on a framework originally proposed in De Luca et al.

(2008) and Robuffo Giordano et al. (2008) for dealing with

SfM problems, and recently revisited in Spica and Robuffo

Giordano (2013) and Spica et al. (2014) in the context of

nonlinear active estimation. Compared with the previously

discussed EKF, this estimation scheme does not require

any linearization/approximation step of the system
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dynamics. This results in an overall cleaner design which,

following the analysis reported in Spica and Robuffo

Giordano (2013), also allows for a full characterization of

the estimation error transient response in the case of a cam-

era traveling with a constant linear acceleration norm
Ck(t)


 

= const
� �

. In particular, we will discuss how one

can impose to the estimation error a transient response

equivalent to that of a reference linear second-order system

with desired poles by suitably acting on the estimation

gains and on the UAV acceleration. This possibility enables

the designer, for instance, to choose the needed combina-

tion of estimation gains/UAV motion yielding a desired

estimation performance, as well as to predict in advance

the convergence time of the filter in terms of percentages

of the initial error.3 However, we also note that, as opposed

to the EKF, the filter design assumes deterministic

dynamics. Therefore, it does not explicitly account for the

noise present in the system concerning state prediction and

sensor measurements. This point will be thoroughly

addressed in Section 4.

For the sake of exposition, the following developments

are formulated here in continuous time. We first recall a

classical result of the adaptive control literature, also

known as the Persistency of Excitation Lemma (Marino

and Tomei, 1995), and upon which the next developments

are based.

Lemma 1 (Persistency of Excitation). Consider the system

_j =�Dj + VT(t)z

_z=�LO(t)Pj

(
ð35Þ

where j 2 R
m, z 2 R

p, D . 0, P = PT . 0 such that

DTP+PD=Q, with Q.0,

and L = LT . 0. If || V (t)||, _V(t)



 


 are uniformly

bounded and the persistency of excitation condition is sat-

isfied, i.e. there exist a T . 0 andg . 0 such thatZ t + T

t

V(t)VT(t) dt � gI.0, for all t � t0 ð36Þ

then (j, z) = (0, 0) is a globally exponentially stable equili-

brium point.

This result can be exploited as follows: assume a vector

x= ½xT1 xT2 �
T 2 R

m + p can be split into a measurable com-

ponent x1 and an unmeasurable component x2. Defining an

estimation vector x̂= ½x̂T1 x̂T2 �
T 2 R

m + p, and the corre-

sponding estimation error

e=
j
z

� �
=

x1 � x̂1

x2 � x̂2

� �
the goal is to design an update rule for x̂ such that the

closed-loop error dynamics matches formulation (35).

When this manipulation is possible, Lemma 1 ensures glo-

bal exponential convergence of the estimation error

e = [jTzT]T to 0, thus allowing us to infer the unmeasur-

able value of x2 from knowledge of x1. The PE condition

(36) plays the role of an observability constraint: estimation

of x2 is possible iff matrix V(t) 2 R
p×m is sufficiently

exciting over time in the sense of (36). We finally note that,

as V(t) is a generic (but known) time-varying quantity, for-

mulation (35) is not restricted to only span the class of lin-

ear systems, but it can easily accommodate nonlinear terms

as long as they are embedded in matrix V(t).

We now detail how to tailor (35) to the case under con-

sideration. We start by defining (similarly to what done in

Section 3.3)

x2 = r =
1

d
ð37Þ

and

x1 = Cev =
Cv

d
= Cvx2 ð38Þ

with, therefore, m = 3 and p = 1. Exploiting (22), the

dynamics of x2 is given by

_x2 = � x2
2
CvTCn= � x2x

T
1
Cn ð39Þ

As for the dynamics of x1, using (13) we have

_x1 = C _vx2 + Cv _x2 = C _vx2 �C vx2x
T
1
Cn

= C _vx2 � x1x
T
1
Cn= Ckx2 � ½Cv�× x1 � x1x

T
1
Cn

ð40Þ

We then define

VT(t)= Ck = CRI
Ia+ ½Cv�2× CpIC+ ½C _v�× CpIC

’CRI
Ia+ ½Cv�2× CpIC

ð41Þ

where, analogously to the EKF case, I _v is neglected since

no direct measurement of the UAV angular acceleration is

available onboard. With these settings, the update rule for

the estimated state x̂ can be designed as

_̂x1 = VT(t)x̂2 � ½Cv�× x1 � x1x
T
1
Cn+Dj

_̂x2 =�x̂2x
T
1
Cn+ LV(t)j

(
ð42Þ

with D . 0 and L . 0 being symmetric and positive-

definite gain matrices. Note that (42) involves only mea-

sured and estimated quantities, including a feedback action

on j = x1 � x̂1, i.e. the measurable component of the error

vector. With this choice, the dynamics of the estimation

error e = [jTzT ]T then becomes

_j =�Dj + VT(t)z

_z =�LV(t)j � zxT1
Cn

(
ð43Þ

It is easy to verify that, by letting P = I3, formulation (35)

is almost fully recovered apart from the spurious scalar

term
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g(e, t)= � zxT1
Cn ð44Þ

in (43). Nevertheless, exponential convergence of the esti-

mation error e(t) to 0 can still be proven by resorting

to Lyapunov theory and by noting that the spurious term

g(e, t) is a vanishing perturbation of an otherwise globally

exponentially stable nominal system, i.e. g(0, t) = 0, for all

t. We refer the reader to De Luca et al. (2008), Robuffo

Giordano et al. (2008), and Spica and Robuffo Giordano

(2013) for additional discussion and proofs of these facts.

We note that the design of observer (42) did not require

any linearization step as for the previous EKF thanks to the

more general class of (nonlinear) systems spanned by for-

mulation (35). It is also worth analyzing, in our specific

case, the meaning of the PE condition (36) necessary for

obtaiing a converging estimation. Being VT(t) 2 R
3 a vec-

tor, condition (36) requires that kVðtÞk2
(i.e. at least one

component) does not ultimately vanish over time. On the

other hand, vector VT (t) represents the camera linear accel-

eration through space with respect to the inertial world

frame W, see (41). Therefore, we recover the requirement

of Section 3.2 stating that estimation of d is possible if and

only if the camera undergoes a physical acceleration with

respect to the observed plane, and, consequently, moving at

constant velocity with respect to W cannot allow the esti-

mation to converge.

Finally, as done in the previous Section 3.3.1, we list the

quantities necessary for implementing the proposed obser-

ver (42). In addition to the estimated state x̂, these are:

1. the constant IMU/camera rotation matrix IRC and dis-

placement vector IpIC;
2. the IMU angular velocity Ivm;

3. the scaled camera linear velocity x1 = Cevm;

4. the IMU linear acceleration Ia= Ifm + Ig;

5. the plane normal Cn.

Thus, the same quantities discussed in Section 3.3.1 are

also required for the nonlinear estimation scheme (42).

3.4.1. Shaping the estimation transient response. We now

apply the theoretical analysis developed in Spica and

Robuffo Giordano (2013) to the case at hand, and aimed at

characterizing the transient response of the error system

(43) in the unperturbed case, i.e. with g(e, t) = 0.

Let USVT = V be the singular value decomposition of

matrix V where S = ½S 0� 2 R
p×m, S= diag(si) 2 R

p× p,

and 0 � s1 � . � sp are the singular values of V. In

the case under consideration (p = 1, m = 3), it is U = 1 and

s1 = ||V||. Let also L = aI, a . 0 (scalar gain L). By then

designing the gain D 2 R
3× 3 as

D=V
D1 0

0 D2

� �
VT ð45Þ

with D1 2 R.0 and D2 2 R
2× 2.0, it is possible to show

that, under the change of coordinates

h =
1ffiffiffi
a
p

s1

z ð46Þ

and in the approximation s1(t) = ||V(t)||’const, the esti-

mation error z(t) (when expressed in the coordinates h(t))

obeys the following second-order linear dynamics

€h = � D1 _h� as2
1h ð47Þ

that is, a (unit–)mass–spring–damper system with stiffness

as2
1 and damping D1.

The transient response of the estimation error

z(t)= x2(t)� x̂2(t)= 1=d(t)� 1=d̂(t) can then be imposed

by properly ‘placing the poles’ of system (47). This can be

achieved by the following.

1. Taking D1 = 2
ffiffiffi
a
p

s1 so as to obtain a critically

damped state evolution for (47) (real and coincident

poles). Note that this choice univocally determines D1

as a function of the system state (the current value of

s1 = ||V||).

2. Actively enforcing as2
1(t)= a V(t)k k2 = s2

d = const

over time for some desired s2
d 6¼ 0, that is, by flying

with a given non-zero and constant norm of the cam-

era linear acceleration V scaled by gain a (a free para-

meter whose role will be better detailed in the

following).

From standard linear system theory, these choices then

result in the following behavior for the estimation error

z(t)= 1=d(t)� 1=d̂(t)

z(t)= (1 + sd(t � t0))e
�sd (t�t0)z(t0) for all t � t0 ð48Þ

We conclude by noting that, in general, equation (48)

represents a reference evolution for z(t) since (i) in real-

word conditions it may be hard to maintain exactly a

||V(t)|| = const over time (condition also needed to render

exactly valid the change of coordinates (46)), and (ii)

this analysis omits the effect of the (vanishing) disturbance

g(e, t) in (44). Nevertheless, Section 4 will show an excel-

lent match between the reported results and the reference

behavior (48).

Finally, we comment about the role of gain a (the only

free parameter of the nonlinear observer): being

sd =
ffiffiffi
a
p

Vk k, the same convergence rate for z(t) (dictated

by the value of sd, see (48)) can be equivalently obtained

by either accelerating faster or by increasing gain a. While

increasing gain a may always appear more convenient in

terms of reduced control effort, practical issues such as

noise, discretization or quantization errors may impose an

upper limit on the possible value of a, thus necessarily

requiring a larger ||V|| (larger acceleration norm) for
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obtaining the desired convergence speed. More details

about this point will be presented in the next Section 4.

4. Experimental evaluation

This section reports the results of several experiments

meant to illustrate and validate the proposed framework for

ego-motion estimation on simulated and real scenarios.

After the description of the experimental setup in Section

4.1, we replicate the structure of the previous sections by

first comparing in Section 4.2 the three different variants

discussed in Section 2 for retrieving the scaled linear and

angular velocity from the optical flow decomposition.

Then, we proceed to present in Section 4.3 a series of

experiments involving the two scale estimation techniques

illustrated in Section 3. An assessment of the ability of the

employed IMU in estimating the gravity direction while the

quadrotor undergoes the accelerations needed to recover

the unknown scale is also presented in Section 4.4. Further

considerations about the possibility of predicting (and

imposing) an estimation transient behavior for the non-

linear observer of Section 3.4, and about its robustness

against noise, are then discussed in Sections 4.5 and 4.6,

respectively. The experimental evaluation is then finally

concluded in Section 4.7 by reporting the results of a

closed-loop velocity control on a real quadrotor UAV with

all of the computations performed onboard.

4.1. Experimental setup

For our experiments, we made use of a quadrotor UAV

from MikroKopter as experimental platform, and of the free

TeleKyb software framework (Grabe et al., 2013b) as mid-

dleware and control software. An external motion tracking

system (Vicon, see http://www.vicon.com) was employed

for obtaining the ground truth data and for allowing closed-

loop control of the UAV in all of the following experiments

apart from the results reported in Section 4.7 where autono-

mous flight was instead achieved without any external aid.

Figures 1 and 2 depict the location of all relevant sen-

sors and frames. The quadrotor was equipped with an addi-

tional 3DM-GX3-25 IMU from MicroStrain (frame I ) to

provide the measurements of the specific acceleration Ifm,

of the angular velocity Ivm, and of the gravity vector Igm

at 200 Hz. The gravitational vector was estimated intern-

ally by the IMU via fusion of the measurements from the

accelerometer, rate gyroscopes, temperature sensor and a

3D magnetometer. The visual input was provided by a pre-

calibrated MatrixVision mvBlueFox camera (frame C)
mounted downfacing on the UAV, and delivering images of

size 752 × 480 pixel. The onboard processing was car-

ried out on a small PC with an Intel Atom processing unit,

while velocity command inputs were transmitted to the

vehicle using a wireless serial interface. When processing

recorded data offline on a desktop computer, the optical

flow could be decomposed at 50 Hz. When, instead, rely-

ing on the onboard processing unit (as in the experiments

of Section 4.7), the acquired images were processed online

at a frame rate of 17 Hz. In this case, we also found that, in

average, the images were delayed by 100 ms with respect

to the IMU measurements. In order to compensate for this

effect, we delayed the processing of the IMU readings

accordingly.

In order to allow for an efficient feature tracking, the

point features were initially detected using a FAST tracker

(Rosten and Drummond, 2005). An efficient pyramidal

implementation of the Lucas–Kanade algorithm (Lucas and

Kanade, 1981) was then used to track the features over all

consecutive images. For further guaranteeing a minimum

number of observed features while avoiding unnecessary

and costly feature re-sampling, the point features were only

sampled once the set of currently tracked features did drop

below a given threshold. New FAST features were then

detected and added to the set until a desired maximum set

size was reached.

4.2. Comparison of algorithms V1–V3 for ego-

motion estimation from optical flow

We start by presenting a comparison of the three possibili-

ties discussed in Sections 2.2–2.4 for recovering v/d and v
during flight. For the reader’s convenience, we recall that

algorithm V1 (Section 2.2) is only based on the perceived

optical flow for obtaining (v/d, v), algorithm V2 (Section

2.3) exploits the additional (independent) measurement of

v from the onboard gyros, and algorithm V3 (Section 2.4)

further exploits the independent knowledge of the scene

normal n taken coincident with the gravity vector.

To allow for a controlled and direct comparison of the

three possibilities V1–V3, we recorded data while flying

along a circular trajectory of 2 m in diameter as shown in

Figure 3. The trajectory was chosen in order to have the

UAV accelerating sinusoidally along the three Cartesian

directions with a period of 10 s, and a maximum speed and

acceleration of 0.6 m/s and 0.296 m/s2, respectively. The

height varied from 0.5 to 1.5 m along the trajectory.

Fig. 2. Experimental setup with the highlighted location of IMU

and camera. The x -axis of the body frame is oriented along the

red metal beam.
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In addition, the vehicle was periodically rotated around its

body z -axis in the range of [270�.70�]. The quadrotor

relied on an external motion tracking system to track this

precomputed trajectory. Onboard hardware was used to

record vision and IMU data during flight. Afterwards, all

three algorithms of Section 2.2–2.4 were run on this com-

mon dataset to allow for a direct comparison.

Figure 4 summarizes the results of this first experiment.

The plots in Figure 4a–(c) show a superimposition of the

three estimations of v against the ground truth provided by

the external tracking system. In all three cases, the linear

velocity v was recovered from the estimated v/d scaled by

the ground truth measurement of d. Figure 4d then reports

the corresponding error norms.

From these results we can conclude that all three algo-

rithms V1–V3 yield a satisfactory performance. However,

one can also note how the integration of the IMU measure-

ments (i.e. algorithms V2–V3) reduces the mean error of

the linear velocity estimation compared with algorithm V1,

see Table 1. A comparison of the angular velocity v as

retrieved from the visual system (algorithm V1) against the

IMU readings and the ground truth of the external tracking

system is given in Figures 4e–(f), with Figure 4g reporting

the corresponding error norm with respect to the ground

truth. We can note how the IMU provides a less noisy esti-

mate of v almost free of spikes, while the camera-based

estimation is less accurate during low-altitude flights.

Figure 4h indicates the origin of the irregularities in the

recovered v. Since the vehicle is moving with a constant

speed in the world frame, v/d increases with lower altitudes.

Therefore, in this case the point features tend to vanish

faster from the field of view and can only be tracked over a

shorter amount of time. In particular, at 0.5 m altitude and

under the given experimental conditions, motion blur starts

to affect the tracking and feature re-sampling considerably.

Therefore, the system can only maintain a set of 30 to

65 features instead of the, in this case, intended 50 to 100

with a negative effect on the retrieved v. On the other hand,

the estimated v/d results almost insensitive (in the algo-

rithms V2 and V3) with respect to the number of tracked

features as can be seen in Figure 4a–(c): here, the estimated

v/d in the V2 and V3 cases tracks very well the ground truth

despite the various drops in the number of tracked features

(Figure 4h). Table 1 finally provides a quantitative sum-

mary of the reported results. One can again notice the

improvements obtained when fusing the decomposition of

the perceived optical flow with measurements from the

IMU with, in particular, algorithm V3 performing slightly

better than V2.

In view of these considerations, all of the following

results were obtained by relying on algorithm V2 for retriev-

ing v/d from the decomposition of the optical flow, with v
instead provided by the onboard IMU. This choice is moti-

vated by the fact that algorithm V2 grants a performance

comparable with algorithm V3 but under milder assump-

tions on the surrounding environment (no need of a hori-

zontal dominant plane and of an accurate sensing of the

gravity direction).

4.3. Comparison of the two scale estimation

schemes

In the following, the two scale estimation schemes of

Sections 3.3 and 3.4 are first evaluated in simulation to

compare their performance in ideal conditions.

Subsequently, the results obtained on recoded sensor data

from real flights are presented. We also compare our solu-

tion against a recent related work by qualitatively reprodu-

cing the experiments presented in Weiss et al. (2012).

Before starting the discussion, we note that each filter

allows for two distinct possibilities for retrieving the metric

linear velocity v. Indeed, a first possibility is to just set

v̂= (v=d)md̂ exploiting the estimated d̂ and the measured

(v/d)m from the optical flow decomposition. However, a

second possibility is to exploit the internal estimation of v

maintained by both filters, that is bv from (33) in the EKF

case, and v̂= x̂1=x̂2 for the nonlinear observer case (see

Section 3.4). Both possibilities have their pros/cons: in

general the second possibility may result in a less noisy but

also potentially more delayed estimation of v (because of

the ‘filtering’ action of both estimation schemes).

Nevertheless, for the sake of obtaining a less noisy esti-

mate, all of the following simulation and experiment results

rely on this second possibility.

4.3.1. Simulated data. In order to illustrate the conver-

gence of the proposed estimation schemes, we generated a

synthetic acceleration profile together with the correspond-

ing (simulated) sensor readings. This resulted in a camera

motion similar to the horizontal circular trajectory used for

the experimental results of Section 4.3.2, with an associ-

ated constant acceleration norm ||V||’ 0.296 m/s2.

−1

−0.5

0

0.5

1
−1−0.500.51

−1.5

−1

−0.5 x [m]

y [m]

z
[m

]

Fig. 3. Circular trajectory used in the experiments for comparing

the three algorithms V1, V2, and V3 of Section 2. The trajectory

has a diameter of 2 m and lies on a plane at 26.5� with respect to

the ground. The UAV completes one revolution every 10 s. The

height varies between 0.5 and 1.5 m. A similar trajectory, but

lying on a horizontal plane, has also been used for the

experiments of Section 4.3
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Fig. 4. Experimental results: comparison against a ground truth of the algorithms V1 (‘pure vision’), V2 (‘known v’), and V3

(‘known v and n’) for retrieving the scaled linear velocity and angular velocity (Section 2). For the purpose of visualization only, the

estimated non-metric linear velocity has been scaled using the real distance to the plane d obtained from an external optical tracking

system. (a)–(c) Estimated linear velocity along the x, y and z axes. (d) Norm of the error between ground truth and the estimated linear

velocity for the three cases. (e)–(f) Estimated angular velocity along the x and z axes. (g) Norm of the error between the ground truth

and the estimated angular velocities. (h) Altitude of the vehicle and number of tracked features.

Table 1. Comparison of the errors in retrieving the scaled linear velocity and angular velocity for the three algorithms of Sections

2.2–2.4: the pure visual estimation (V1), the inclusion of the readings from the rate gyros (V2), and the additional integration of the

measured normal vector taken coincident with the gravity direction (V3). In the case of algorithms V2 and V3, the angular velocity is

measured from the IMU.

Employed algorithm: V1 (2.2) V2 (2.3) V3 (2.4)

Linear velocity m/s
Mean error 0.134 0.117 0.113
Standard deviation 0.094 0.093 0.088
Angular velocity rad/s
Mean error 0.151 IMU IMU
Standard deviation 0.110 IMU IMU
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All generated sensor readings were perturbed with an addi-

tive zero-mean Gaussian noise with covariance matrices

taken from the real sensor characteristics: 0.00003 I3 m/s2,

0.00002 I3rad/s and 0.00005 I3 1/s for Ifm, Ivm, and for

the non-metric linear velocity from optical flow (Cv=d)m,

respectively. The same covariance matrices were employed

in the steps (27)–(31) of the EKF. As for the nonlinear

observer, its only free parameter (gain a) was taken as

a = 12 : this value was chosen so as to obtain, for both fil-

ters, the same noise level (that is, variance of the estimation

error) in the estimated d̂(t) after convergence. This was

meant to ensure a ‘fair’ comparison among the EKF and

the nonlinear observer in terms of estimation accuracy. The

choice of a = 12 then resulted in a value of

sd =
ffiffiffi
a
p

Vk k’1:025 for the ideal estimation error conver-

gence in (48).

In order to test the robustness against an unknown scene

depth, the initial estimation of the plane distance was cho-

sen as d̂(t0)= 5 m for both filters against a real distance of

d(t0) = 1 m. Furthermore, in the EKF case the initial Cv̂(t0)
was taken as Cv̂(t0)= ~vm(t0)d̂(t0) (i.e. exploiting the first

measurement of evm = (Cv=d)m scaled by the initial estima-

tion d̂(t0)). In the nonlinear observer case, we instead

directly set x̂1(t0)= evm(t0) (see (38)). Finally, the EKF was

initialized with Ŝ(t0)= I4 for representing the initial level

of uncertainty, although we will later show that the EKF

performance is basically insensitive to the initial choice

of Ŝ(t0).
Figure 5a reports a comparison of the estimation perfor-

mance of both the EKF and the nonlinear observer run in

parallel on the same UAV trajectory and sensor readings,

together with the ground truth for the plane distance d. One

can then appreciate the faster convergence of the estimation

error for the nonlinear observer case with respect to the

‘fully informed’ EKF (in the sense of being aware of the

exact noise characteristics). This better performance can be

ascribed to the lack of linearization of the system dynamics

in the nonlinear observer case.

Furthermore, Figure 5b shows the behavior of the esti-

mation error z(t)= 1=d(t)� 1=d̂(t) for both filters, with

superimposed the ‘ideal’ transient response (48). We can

then note the very good match of this latter ideal response

with the behavior of the estimation error z(t) for the non-

linear observer case, thus confirming the theoretical analy-

sis of Section 3.4. The plot also shows a horizontal band at

10% of the initial error: according to the ideal response

(48), the estimation error of the nonlinear observer should

have dropped below 10% of the initial error z(t0) after

3.79 s. The result in Figure 5b is slightly off this prediction

because of the presence of the perturbation term g(z, t) in

(44) (also shown in the plot). Indeed, presence of this term

(neglected in the analysis) initially slows down the conver-

gence rate of d̂(t) with respect to its predicted behavior.

Note that, ideally, one should have had g(z, t) = 0 in this

case, since v was always perpendicular to the plane normal

n (see again (44)). However, the simulated noisy measure-

ments resulted in the presence of a small vz which gave rise

to the initial non-null value of g(z, t). Additional details

about the possibility of predicting the convergence time of

the nonlinear observer are also given in Section 4.5.

The linear velocities estimated by both observers are

shown in comparison in Figure 6. As with the estimation of

the scale factor d, the estimation for the metric velocity v

converges faster in the nonlinear observer case. However,

both scale estimation schemes provide very reliable velocity

measurements after 20 s as shown in Figure 7 where the

norm of the velocity estimation errors are reported. Finally,

Figure 8 shows the behavior of the distance d̂(t) estimated

by the EKF when initializing the state covariance bS(t0)
with values between bS(t0)= 10�6I4 and bS(t0)= 109I4

against the estimation provided by the nonlinear observer.

One can then verify how the EKF convergence is always

slower than in the nonlinear observer case, and how any

‘reasonable’ initial bS(t0) has only a small effect on the

EKF performance.

Table 2 finally summarizes the quantitative results for

the comparison of both scale estimation approaches. The

reported root mean square (RMS) error for both systems

was computed after 20 s of flight, i.e. after both estimates

have converged.

4.3.2. Recorded data. The two scale estimation approaches

were also compared by processing a dataset collected

Fig. 5. Simulated results: estimated plane distance d using a

simulated dataset. (a) Estimated distance d(t) and (b) estimation

error z(t)= (1=d(t)� 1=d̂(t)) for the nonlinear observer and the

EKF filter. In (b) the ideal convergence of the nonlinear observer

as per (48) is superimposed together with the influence of the

neglected disturbance g(e, t) given in (44). The vertical dashed

line in (b) denotes the predicted time at which the estimation

error of the nonlinear observer should have dropped below the

threshold of 10% of the initial error (highlighted with a

horizontal dashed line).
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during a real quadrotor flight. The chosen trajectory was

similar to the circular one used in Section 4.2 but rotated

on a horizontal plane in order to yield a constant height

during motion. The chosen trajectory was again character-

ized by an acceleration of ||V||’ 0.296 m/s2, thus resulting

in a sd =
ffiffiffi
a
p

Vk k’1:025 m/s2 for the ideal system (48).

However, on the real quadrotor the actual accelerations

were found slightly higher than those expected from the

ideal circular trajectory due to additional constant regula-

tions necessary to overcome small real-world disturbances.

All sensor offsets were calibrated before the recording of

the dataset, and the covariance matrices of Ifm, Ivm and

(Cv=d)m were estimated over a period of 60 s. Both filters

were initialized as described in the previous Section 4.3.1,

thus with an initial d̂(t0)= 5 m against a real height of d(t0)

’ 1 m. The gain for the nonlinear observer was again

selected as a = 12 to ensure a similar noise level for the

scale estimation from the EKF and the nonlinear observer

after convergence.

Figure 9a shows the behavior of the estimated plane dis-

tance d̂(t) for both filters, with superimposed the ground

truth d(t). The behavior of the estimation error

z(t)= 1=d(t)� 1=d̂(t) is shown in Figure 9b, and the beha-

vior of d(t)� d̂(t) is also reported in Figure 9c for a better

appreciation of the convergence behavior. Again, from

these plots one can note the good match among the estima-

tion error of the nonlinear observer against the ideal

Fig. 6. Simulated results: estimated linear velocity from simulated data in the (a) x, (b) y and (c) z components. The estimation

provided by the nonlinear observer converges faster, but both state estimators provide reliable results after convergence is reached.

Fig. 7. Simulated results: norm of the error for the linear

velocity estimation for the nonlinear observer and EKF with

respect to the ground truth.

Fig. 8. Simulated results: influence of the initial choice of bS(t0)
on the convergence rate of the plane distance d(t) estimated by

the EKF. Note how the EKF convergence is always slower than

in the nonlinear observer case (dashed line) despite the wide

range of initial bS(t0). Furthermore, the EKF convergence results

are almost insensitive to any ‘reasonable’ initial choice of bS(t0)
(this plot should also be compared against Figure 5a).
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response (48). On this dataset from real sensor measure-

ments, the mismatch between the predicted and actual con-

vergence rate of the nonlinear estimator was smaller than

in the previous case of simulated data. This can be

explained by the fact that the real acceleration of the vehi-

cle was slightly higher than the acceleration expected from

the commanded circular trajectory, and this in turn com-

pensated for the initial ‘disturbing’ effects of the perturba-

tion g (thanks to the higher level of excitation of the actual

trajectory).

The estimated metric linear velocities are shown in

Figure 10. The error against the ground truth (depicted in

Figure 11) shows a fast convergence rate for the nonlinear

observer. Nevertheless, the EKF yielded a reliable output

after approximately 20 s as well. All quantitative results

can be compared in Table 2.

As an additional validation of our approach, we also

tested both algorithms on an inclined circular trajectory

similar to that depicted in Figure 3 in order to deal with the

case of a time-varying plane distance d(t). The plots shown

in Figures 12–13 again fully confirm that both the scene

depth and the vertical component of the linear velocity can

be reliably estimated despite the more challenging UAV

motion (time-varying d(t)).

Motivated by these good results in comparison with the

EKF, all of the following experiments only involve the non-

linear observer scheme.

4.3.3. Comparison to previous work. For a direct compari-

son with a state-of-the-art scale estimation approach, we

applied the nonlinear observer scheme under experimental

conditions similar to those used by Weiss et al. (2012).

Table 2. Comparison of the two scale estimation approaches presented in this work. The results are discussed in Section 4.3.

EKF Nonlinear observer

Simulated data
RMS error after convergence (scale) 0.0075 m 0.0078 m
RMS error after convergence (velocity) 0.0071 m/s 0.0111 m/s
Recorded data
RMS error after convergence (scale) 0.0923 m 0.0988 m
RMS error after convergence (velocity) 0.1160 m/s 0.0945 m/s
Comparison against Weiss et al. (2012)
RMS error x -axis (velocity) 0.0101 m/s 0.0074 m/s
RMS error y -axis (velocity) 0.0141 m/s 0.0095 m/s
RMS error z -axis (velocity) 0.0107 m/s 0.0114 m/s
Improvement over Weiss et al. (2012) (average) 250% 323%

Fig. 9. Experimental results: (a) estimation of d(t), (b) estimation error 1=d(t)� 1=d̂(t) and (c) estimation error d(t)� d̂(t) against the

ground truth exploiting a recoded dataset. The initial d̂(t0) is set to 5 m against a real distance of approximately d(t0) = 1 m. The ideal

transient response of the nonlinear observer as per (48) is also shown in (b) and (c) with a dashed line. Note, again, the very good

match between the predicted and actual behavior of the estimation error for the nonlinear observer case, as well as the faster overall

convergence with respect to the EKF scheme.
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Therefore, the camera–IMU system was moved along a tra-

jectory consisting of small sinusoidal hand-held motions.

This resulted in a vehicle trajectory with an amplitude of

about 0.1 m/s and a frequency of approximately 1 Hz at a

height of 0.5 m. All three directions were tested individu-

ally while motion along the other axes was avoided.

Figure 14 shows the estimated metric velocity against

ground truth for the nonlinear observer. On this trajectory,

we found an RMS value of [0.0074, 0.0095, 0.0114] m/s

for the three Cartesian directions, respectively. This allows

us to compare our results to the figures of [0.028, 0.035,

0.025] m/s reported in Weiss et al. (2012). Therefore, using

the nonlinear observer, we could obtain an average

improvement of 320% compared with the results reported

in Weiss et al. (2012). All results are summarized in

Table 2. Although the experimental conditions are obvi-

ously different since the original dataset is not available,

we believe these results do indicate the effectiveness of the

proposed nonlinear observer in dealing with visual–inertial

scale and ego-motion estimation versus other consolidated

approaches.

4.4. Estimation of the gravity vector

Both scale estimation schemes require knowledge of the

direction of the gravity vector g, which, as explained in

Section 3.3.1, is assumed provided by the IMU itself. In

order to verify the accuracy of this gravity estimation, we

compared the IMU estimation of g against the ground truth

obtained from the motion tracking system during the circu-

lar flights conducted for the experiments of Section 4.3.2.

The comparison of the x and y components of the nor-

malized gravity vector g/||g|| are shown in Figure 15. On

average, the error of the gravity direction estimated by the

IMU versus the ground truth is smaller than 1�. This error

is smaller than the accuracy with which we were able to

define the object frame of the quadrotor in the motion

tracking system. Therefore, we can consider the estimated

g from the onboard IMU suitable for our needs.

4.5. Predicting the error convergence time with

the nonlinear observer

As shown in Figure 5b–(c) and discussed in

Sections 4.2–4.3, keeping a constant acceleration norm

||V(t)|| allows to impose to the estimation error

z(t)= 1=d(t)� 1=d̂(t) of the nonlinear observer a behavior

equivalent to the ideal response (48). This possibility

allows for a more general observation. Given a desired time

for reaching some percentage of the initial error z(t0), and

choosing a gain a, one can exploit (48) to determine the

needed acceleration norm to achieve this goal. Similarly,

Fig. 10. Experimental results: estimated linear velocity from a recorded dataset in the (a) x, (b) y, and (c) z components. The ground

truth was obtained by numerically differentiating the position information from the motion capture system.

Fig. 11. Experimental results: norm of the velocity estimation

error against the ground truth for the nonlinear filter and EKF

scheme. Note, again, the faster convergence rate of the nonlinear

observer with respect to the EKF.
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for a given trajectory with a known acceleration norm, and

a given gain a, one can determine the time needed to reach

a desired percentage of the initial estimation error. Such a

relation between acceleration norm and convergence time

is plotted in Figure 16 for the three cases of reaching 10%,

1%, and 0.1% of the initial error under the (arbitrary)

choice a = 12. Thus, for a bounded initial estimation error,

i.e. with the maximum distance to the planar scene known

before launch, one can univocally predict how long to fly

(with constant acceleration norm) for having a guaranteed

accuracy in the estimated distance. We note that this analy-

sis can, of course, be done for any choice of gain a.

Fig. 12. Experimental results: results from flying along an inclined circular trajectory, thus involving a time-varying d(t). (a)

Estimated d̂(t) for the nonlinear observer and EKF, (b) Estimation error d(t)� d̂(t) and ideal convergence behavior (48) for the

nonlinear observer, and (c) norm of the velocity estimation error against the ground truth. Note, again, the very good performance of

the nonlinear observer in recovering d(t) and v(t) despite the more challenging UAV motion (as well as, again, the almost perfect

match between the actual and ideal transient response of the estimation error).

Fig. 13. Experimental results: results from flying along an inclined circular trajectory, thus involving a time-varying d(t). Estimated

linear velocities in the (a) x, (b) y, and (c) z components.
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4.6. Noise robustness of the nonlinear observer

As opposed to the fully informed EKF, the nonlinear obser-

ver handles presence of noise in the sensor readings in an

indirect way. In particular, the single gain a regulates the

‘aggressiveness’ of the filter, influencing both the conver-

gence speed and its sensitivity to noise. As explained, in all

of the previous experiments we tuned a so as to obtain the

same noise level (variance of the estimation error after con-

vergence) in the nonlinear observer and EKF cases.

To test the robustness of the nonlinear observer to

increased levels of sensor noise for the same choice of a,

we increased the simulated noise by a factor of 50 for both

the IMU readings and the scaled velocity v/d from the opti-

cal flow decomposition. Figure 17a shows the influence of

different sensor noise levels on the estimation error

d(t)� d̂(t). Despite the high noise level, the filter demon-

strates a good level of robustness in generating a consistent

state estimation.

Furthermore, from the theoretical analysis of Section

3.4, the convergence rate of the nonlinear observer in (48)

is determined by the quantity sd = Vk k
ffiffiffi
a
p

. Thus, one can

always trade smaller accelerations with a higher gain a for

obtaining the same (ideal) convergence rate. In this sense,

we compared a circular flight with an acceleration norm of

||V||’ 0.296 m/s2 and a choice of a = 12 to two flights

with acceleration norms 0.148 and 0.037 m/s2, and the gain

a chosen so as to yield the same sd (i.e. same error conver-

gence rate). The results are reported in Figure 17b where

we can note, as expected, that by keeping the same sd one

Fig. 14. Experimental results: estimated linear velocity applying the nonlinear observer on the experimental conditions similar to

those used in Weiss et al. (2012). The results for the (a) x, (b) y and (c) z directions are plotted against the ground truth obtained from

the tracking system.

Fig. 15. Experimental results: x and y components of the

normalized gravity vector g/||g|| estimated by the internal sensor

fusion algorithm of the employed IMU against the ground truth

obtained from the motion capture system. On average, the error

between the IMU estimation and the ground truth is in the range

of 1� despite the accelerated motion undergone by the UAV.

Fig. 16. Relation between the required ‘excitement’ Vk k
ffiffiffi
a
p

and

convergence time t needed to reach the same estimation accuracy.

The plot was generated for a gain a = 12. The three curves show

the relation between the time needed to reach a percentage

e = [10%,1%,0.1%] of the initial error vs Vk k
ffiffiffi
a
p

. The plot can

be read as follows: on a trajectory with an acceleration norm of

0.296 m/s2, the error will drop below 10% of its initial value

within 3.79 s and below 1% within 6.47 s.
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obtains the same transient behavior for the estimation error

z(t), although a higher noise level is clearly induced by the

larger employed a.

4.7. Closed-loop control of a real quadrotor UAV

As a final validation of the overall framework, we made use

of the estimated metric velocity to ‘close the loop’ and con-

trol the UAV motion in real time. For this experiment, we

combined algorithm V2 for the optical flow decomposition

with the scale estimation obtained from the nonlinear obser-

ver. The vehicle was commanded using a gamepad to send

velocity commands via a wireless link.

Figure 18 shows a section of a longer flight relying

purely on onboard sensors. To test the robustness of the

system, we moved an object through the field of view of

the down-facing camera at time t = 125 s, causing some

disturbances in the estimated velocity. Starting from time

t = 134 s, the vehicle was additionally commanded to move

in the vertical direction, causing the height, and therefore

the distance to the plane, to change. The plots show some

temporary over- and under-estimations of the linear velo-

city due to the abrupt commanded motions, but otherwise

the proposed approach is always able to adapt to the chang-

ing height and recover a reliable estimation.

A video from one of these experiments (Multimedia

Extension 1) is also attached to the paper. Both external

views of the vehicle and the image stream from the down-

facing camera are shown while the vehicle navigates purely

based on onboard sensors and processing capabilities.

Fig. 17. Experimental results: influence of sensor noise on the nonlinear observer scheme. (a) Robustness of the nonlinear observer to

different noise levels. The variance values of s2
V = 0:0007 and s2

I = 0:0004 for the visual and inertial sensor data, respectively,

correspond to the actual noise found on the real sensors. The noise was then increased 50 times for a comparison. (b) Plot showing the

trade-off between ‘control effort’ (norm of the acceleration ||V||) and gain a. In the case of lower accelerations, the same convergence

rate can be re-established using a higher gain a but at the expense of an increased noise level as clear from the plot. Gain a can then

be used to tune the ‘aggressiveness’ of the filter versus a given amount of control effort ||V||.

Fig. 18. Experimental results: estimated and ground truth linear velocity during a closed loop flight under velocity control for the (a)

x, (b) y, and (c) z axes. An object was moved through the field of view at t = 125 s inducing a transient disturbance on the estimated

velocity.

Grabe et al. 19

 by guest on May 25, 2015ijr.sagepub.comDownloaded from 

http://ijr.sagepub.com/


We then believe these experiments contribute to demon-

strate that the presented velocity-based state estimation

pipeline can be used for the closed-loop control of a real

quadrotor UAV using solely onboard sensors.

5. Conclusions and future work

In this paper, we have addressed the need of a reliable

onboard ego-motion estimation for quadrotor UAVs to

overcome the boundaries of controlled indoor environ-

ments (such as when relying on external motion tracking

systems for recovering the UAV state). To this end, we first

discussed three variants of an algorithm based on the con-

tinuous homography constraint to obtain an estimation of

the UAV scaled linear velocity and angular velocity from

the decomposition of the perceived optical flow. This step,

indeed, allows to retrieve ego-motion information indepen-

dently of maps, known landmarks, and the need for track-

ing features over an extended period of time. Subsequently,

we extensively discussed the issue of estimating the

(unknown) metric scale factor by fusing the scaled velocity

retrieved from optical flow with the high-frequency accel-

erometer readings of an onboard IMU. Scale estimation

was achieved by proposing two estimation schemes: a first

one based on a classical EKF and a second one on a novel

nonlinear observation framework. Simulated and real

experimental data were presented to assess and compare

the performance of both filters in ideal and real conditions.

When compared with the EKF, the nonlinear observer

demonstrated a consistent better performance in terms of

convergence rate of the scale estimation error. Furthermore,

the proposed theoretical analysis showed the possibility to

actively impose (and thus predict) the error transient

response of the nonlinear observer by suitably acting on

the estimation gains and UAV motion (the norm of its

acceleration). This analysis was, again, fully confirmed by

the reported simulative/experimental results in several con-

ditions, also involving different levels of sensor noise for

testing the robustness of the approach.

With the advantage of a fast and predictable convergence

for recovering the metric UAV linear velocity, the nonlinear

observer proved to be a suitable choice for then implement-

ing a fully onboard control of flying vehicles. In particular,

we successfully demonstrated the reliability of the proposed

framework in closed-loop experiments on a quadrotor UAV.

5.1. Future work

Despite the convincing results, we are considering extend-

ing our work in several ways. A first possibility is to further

exploit the awareness of the error convergence behavior

when using the nonlinear filter. Inspired by what was pre-

sented in Achtelik et al. (2013) in the context of offline path

planning, one could devise an online strategy meant to

adjust the input UAV trajectory (e.g. the velocity com-

mands) in order to maintain a desired level of excitement,

in our case represented by the quantity sd =
ffiffiffi
a
p

Vk k. This

could result in, e.g. execution of small circular trajectories

when the vehicle is commanded to hover in place with,

instead, a more precise tracking of the desired/commanded

velocities when undergoing more aggressive manoeuvres.

On a similar note, we are currently investigating the pos-

sibility to dynamically adapt gain a for the nonlinear obser-

ver. Indeed, in the presence of noisy sensor readings, it

might be desirable to start with a high value of a for impos-

ing an initial quick error convergence, and to then reduce it

when a sufficient convergence level is reached so as to

obtain a smoother state estimation (see also Figure 17b).

Finally, it would also be worth investigating the possibility

to extend the structure of the nonlinear observer in order to

account for possible biases in the employed measurements:

this is, for instance, the case of the squared term x1x
T
1 in

(42) which, being x1 = v/d a noisy measurement, will intro-

duce a non-compensated bias in the observer dynamics.

While presence of this bias had, in practice, a negligible

effect in the reported results, an extension able to compen-

sate for it online would clearly provide an interesting theo-

retical and practical improvement (especially in situations

involving higher level of noise in the measurements).

Acknowledgements

The authors would like to thank Dr Antonio Franchi and Martin

Riedel for their valuable suggestions and contribution on the

development of the underlying software framework.

Funding

Part of Heinrich Bülthoff’s research was supported by the Brain

Korea 21 PLUS Program through the National Research

Foundation of Korea funded by the Ministry of Education. Part of

Davide Scaramuzza’s research was supported by the Swiss

National Centre of Competence in Research (NCCR) Robotics.

Notes

1. Specifically, the points must not lie on some particular quad-

ratic surfaces which, however, include planes as a special case,

see Ma et al. (2004).

2. We assume the IMU is able to self-calibrate by an initial esti-

mation of the measurement biases (indeed, this is often the

case of many commercial IMUs, including the one employed

in the experiments reported in Section 4). The interested

reader is referred to, e.g., Martinelli (2012), Weiss et al.

(2012), and Weiss et al. (2013a) for other estimation

approaches addressing the concurrent IMU bias and structure

estimation during flight.

3. Therefore, given an upper bounded initial error d(t0)� d̂(t0),
one can, for instance, plan in advance the duration of the UAV

motion so as to yield a guaranteed accuracy in the estimated

plane distance.
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Appendix: Index to Multimedia Extension

Archives of IJRR multimedia extensions published prior to

2014 can be found at http://www.ijrr.org, after 2014 all

videos are available on the IJRR YouTube channel at http://

www.youtube.com/user/ijrrmultimedia

Table of Multimedia Extension

Extension Media type Description

1 Video Experiments of UAV closed-loop
control with only onboard sensing
and processing power
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