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Abstract—This paper considers a formation control problem for a team of agents that are only able to sense the relative bearings from their local body frame to neighboring agents. It is further assumed that the sensing graph is inherently directed and a common reference frame is not known to all of the agents. Each agent is tasked with maintaining predetermined bearings with their neighbors. Using the recently developed rigidity theory for \( SE(2) \) frameworks [1], we propose a gradient-type controller to stabilize the formation. The central construct in the \( SE(2) \) rigidity theory for this work is the directed bearing rigidity matrix. We show that a necessary condition for the local stabilization of desired formation is for the corresponding \( SE(2) \) framework to be minimally infinitesimally rigid.

I. INTRODUCTION

Formation control is one of the canonical problems studied in multi-agent coordination. At its most fundamental level, formation control involves the coordination of a team of agents to achieve some spatial formation shape. From a control systems perspective, the challenge in formation control is to find distributed strategies for the control and estimation of multi-agent systems that achieve a desired formation with guarantees on certain properties such as stability and performance.

Often the measurements available for each agent to achieve the task of formation control are non-linear functions of the state and inherently local in nature. Examples include range sensors for measuring the distance between agents, and bearing sensors for measuring the bearing angle from the body frame of one agent to another agent. Recently, there has been a growing interest in formation control problems using relative bearing sensing. Similar to problems in distance-constrained formation control [2]–[7], bearing-constrained formations employ a bearing rigidity theory (also referred to as parallel rigidity) for analysis. Whereas rigidity theory is useful for maintaining formations specified by fixed inter-agent distances, bearing rigidity attempts to keep the bearing vector between neighboring agents constant (with no constraints on the scale of the formation). Bearing rigidity was used in [8]–[11] for deriving distributed control laws for controlling formations with bearing measurements. Bearing rigidity has also proven useful for stabilization of formations using direction-only or line-of-sight only constraints [12]–[15]. Extensions of the bearing rigidity theory to arbitrary dimensional ambient spaces for formation control was considered in [16], [17].

In this work, we explore an extension of rigidity theory for frameworks that are embedded in the special Euclidean group \( SE(2) = \mathbb{R}^2 \times S^1 \). This extension explicitly handles frameworks where the underlying graph is directed and bearings are expressed in the local frame of each \( SE(2) \) point in the framework. The \( SE(2) \) rigidity theory was first considered in our previous work [1], and we provide here new results on the structure of the corresponding directed bearing rigidity matrix. The main focus of this work is to exploit the \( SE(2) \) rigidity theory to derive a distributed formation control strategy that drives a team of agents to a desired bearing-constrained formation. The formation is specified in terms of desired bearing vectors expressed in the local frame of each agent, and agents have access to bearing measurements also expressed in their local frame. Furthermore, the control requires no use of range measurements, in contrast to the strategy proposed in [12]. An almost global stability analysis of the proposed control is given and we also provide numerous numerical simulations illustrating the more subtle points of the result.

Preliminaries and Notations: The set of real numbers will be denoted as \( \mathbb{R} \), the 1-dimensional manifold on the unit circle as \( S^1 \), and \( SE(2) = \mathbb{R}^2 \times S^1 \) is the Special Euclidean Group 2. The standard Euclidean 2-norm for vectors is denoted \( \| \cdot \| \). The null-space of a matrix \( A \) is denoted \( \text{Null}[A] \). The block diagonal concatenation of a finite set of matrices \( \{ A_1, \ldots, A_N \} \) is denoted \( \text{diag}(A_i) \). Directed graphs and the matrices associated with them will be widely used in this work [18]. A directed graph \( G \) is specified by a vertex set \( \mathcal{V} \), and an edge set \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \). The neighborhood of the vertex \( i \) is the set \( \mathcal{N}_i = \{ j \in \mathcal{V} | (i,j) \in \mathcal{E} \} \), and the out-degree of vertex \( i \) is \( d_{\text{out}}(i) = |\mathcal{N}_i| \). The incidence matrix \( E(G) \in \mathbb{R}^{|\mathcal{V}| \times |\mathcal{E}|} \) is a \( \{0,\pm1\} \)-matrix with rows and columns indexed by the vertices and edges of \( G \) [18]. Similarly, we define \( E_{\text{out}}(G) \in \mathbb{R}^{|\mathcal{V}| \times |\mathcal{E}|} \) to be a \( \{0,+1\} \)-matrix such that \( E_{\text{out}}(G)_{ij} = 1 \) if node \( i \) is the head of edge \( j \), and 0 otherwise. We also introduce the notation \( \bar{E} = E(G) \otimes I_2 \) and \( \bar{E}_{\text{out}} \otimes I_2 \). The complete directed graph, denoted \( K_{|\mathcal{V}|} \) is a graph with all possible directed edges (i.e. \( |\mathcal{E}| = |\mathcal{V}|(|\mathcal{V}| - 1) \)).

II. RIGIDITY THEORY FOR \( SE(2) \) FRAMEWORKS

Rigidity is a combinatorial theory for characterizing the stiffness or flexibility of structures formed by rigid bodies connected by flexible linkages or hinges [19]. Recently, there has been a growing interest in formation control strategies using bearings leading to the development of the bearing
rigidity theory [8], [11], [15], [16]. In this work we employ an extension of these works to frameworks embedded in the Special Euclidean Group $SE(2)$, originally considered in our previous work [1]. To begin, we first formally define frameworks for points in $SE(2)$.

Definition II.1. An $SE(2)$ framework is the triple $(G, p, \psi)$, where $G = (V,E)$ is a directed graph, $p : V \rightarrow \mathbb{R}^2$ and $\psi : V \rightarrow S^1$ maps each vertex to a point in $SE(2) = \mathbb{R}^2 \times S^1$.

We denote by $\chi_v = (p_v, \psi_v) \in SE(2)$ the position and attitude vector of node $v \in V$. For notational convenience, we will refer to the vectors $\chi_p = p(V) \in \mathbb{R}^2|V|$ and $\chi_v = \psi(V) \in S^1|V|$ as the position and attitude components of the complete framework configuration. The vector $\chi(V) \in SE(2)|V|$ is the stacked position and attitude vector for the complete framework. We also denote by $\chi_p^v \in \mathbb{R}^{|V|}$ ($\chi_y^v$) as the x-coordinate (y-coordinate) vector for the framework configuration.

In the literature on bearing rigidity, the bearings between points in a framework are often expressed in a global frame. For $SE(2)$ rigidity, formations will be specified in terms of relative bearing vectors between points in the framework with respect to the local frame of each point.\(^1\) This is motivated by application scenarios where the sensing is inherently expressed in the local frame of each agent and also justifies the explicit use of directed graphs in the definition.

In this venue, we assume that a point $\chi_v \in SE(2)$ has a bearing measurement of the point $\chi_u$ if and only if the directed edge $(v,u)$ belongs to the graph $G$ (i.e., $(v,u) \in E$); this measurement is denoted by $r_{vu} \in S^2$. The relative bearing is measured from the body coordinate system of that point.

We define the directed bearing rigidity function associated with the $SE(2)$ framework, $b_\psi : SE(2)|V| \rightarrow S^2|E|$, as

$$b_\psi(\chi(V)) = \left[ \begin{array}{c} r_{e_1}^T \cdots r_{e_{|E|}}^T \end{array} \right]^T;$$

where we use the notation $e_i \in E$ to represent a directed edge in the graph and assume a labeling of the edges in $G$.

Observe that the bearing measurement can be expressed directly in terms of the relative positions and attitudes of the points expressed in the world frame,

$$r_{vu} = \begin{bmatrix} \cos(\psi_v) & \sin(\psi_v) \\ -\sin(\psi_v) & \cos(\psi_v) \end{bmatrix} \frac{(p_u - p_v)}{\|p_u - p_v\|} = T(\psi_v)^T \frac{(p_u - p_v)}{\|p_u - p_v\|} = T(\psi_v)^T p_{vu},$$

where the matrix $T(\psi_v)$ is a rotation matrix from the world frame to the body frame of agent $v$, and $p_{vu}$ is a shorthand notation for the unit-length relative position vector from $v$ to $u$. Furthermore, the directed bearing rigidity function can also be expressed as

$$b_\psi(\chi(V)) = \text{diag} \left( \frac{T(\psi_v)^T}{\|p_u - p_v\|} \right) E^T \chi_p.$$  \hspace{1cm} (2)

We now review formal definitions for $SE(2)$ rigidity [1].

Definition II.2 (Rigidity in $SE(2)$). The $SE(2)$ framework $(G, p, \psi)$ is rigid in $SE(2)$ if there exists a neighborhood $S$ of $\chi(V) \in SE(2)|V|$ such that

$$b^{-1}_{K,v} (b_{K,v}(\chi(V))) \cap S = b^{-1}_{G}(b_{G}(\chi(V))) \cap S,$$

where $b^{-1}_{K,v} (b_{K,v}(\chi(V))) \subset SE(2)$ denotes the pre-image of the point $b_{K,v}(\chi(V))$ under the directed bearing rigidity map.

The $SE(2)$ framework $(G, p, \psi)$ is roto-flexible in $SE(2)$ if there exists an analytic path $\eta : [0, 1] \rightarrow SE(2)|V|$ such that $\eta(0) = \chi(V)$ and

$$\eta(t) = b^{-1}_{G}(b_{G}(\chi(V))) - b^{-1}_{K,v}(b_{K,v}(\chi(V))) \forall t \in (0, 1].$$

This definition states that an $SE(2)$ framework $(G, p, \psi)$ is rigid if and only if for any point $q \in SE(2)$ sufficiently close to $\chi(V)$ with $b_{G}(\chi(V)) = b_{G}(q)$, that there exists a local bearing preserving map of $SE(2)$ taking $\chi(V)$ to $q$. The term roto-flexible is used to emphasize that an analytic path in $SE(2)$ can consist of motions in the plane in addition to angular rotations about the body axis of each point.

Definition II.3 (Equivalent and Congruent $SE(2)$ Frameworks). Frameworks $(G, p, \psi)$ and $(G, q, \phi)$ are bearing equivalent if

$$T(\psi_u)^T p_{uv} = T(\phi_u)^T q_{uv},$$

for all $(u,v) \in E$ and are bearing congruent if

$$T(\psi_u)^T p_{uv} = T(\phi_u)^T q_{uv} \text{ and } T(\psi_v)^T p_{vu} = T(\phi_v)^T q_{vu},$$

for all $(u,v) \in V$ with $u \neq v$.

Definition II.4 (Global rigidity of $SE(2)$ Frameworks). A framework $(G, p, \psi)$ is globally rigid in $SE(2)$ if every framework which is bearing equivalent to $(G, p, \psi)$ is also bearing congruent to $(G, p, \psi)$.

The notion of infinitesimal rigidity is characterized by the null-space of the Jacobian of the directed bearing rigidity function, $\nabla_\chi b_\psi(\chi(V))$. In this direction, define the directed bearing rigidity matrix, $B_\psi(\chi(V))$,

$$B_\psi(\chi(V)) := \nabla_\chi b_\psi(\chi(V)) \in \mathbb{R}^{2|E| \times \chi_p^{|V|}}.$$ \hspace{1cm} (4)

It is worth examining the structure of this matrix in more detail. In particular, we have that

$$\frac{\partial r_{vu}}{\partial \chi_v} = \begin{bmatrix} -\frac{r_{vu}^T r_{vu}}{\|p_u - p_v\|^2} T(\psi_v)^T & -r_{vu}^T \end{bmatrix},$$

$$\frac{\partial r_{vu}}{\partial \chi_u} = \begin{bmatrix} r_{vu}^T r_{vu} \|p_u - p_v\| T(\psi_v)^T & 0 \end{bmatrix}.$$

Here, $r_{vu}^T = T(\pi/2) r_{vu}$ denotes a $\pi/2$ counterclockwise rotation of the vector $r_{vu}$. Furthermore, the matrix $r_{vu}^T (r_{vu}^T)^T$ is a projection matrix, and we introduce the notation $P_{vu} = I_2 - r_{vu} r_{vu}^T$. For notational convenience, we will also often work with a permutation of the directed bearing rigidity matrix,

$$B_\psi(\chi(V)) = \left[ \begin{array}{cc} \nabla_\chi b_\psi(\chi(V)) & \nabla_\chi b_\psi(\chi(V)) \\ -\text{diag} \left( \frac{P_{vu}}{\|p_u - p_v\|} T(\psi_v)^T \right) E^T & \text{diag} (r_{vu}^T) E_{out}^T \end{array} \right].$$ \hspace{1cm} (5)

\(^1\)In our previous work [1], bearings were expressed as angles rather than vectors.
Definition II.5 (Infinitesimal Rigidity in SE(2)). An SE(2) framework $(G,p,\psi)$ is infinitesimally rigid if \[ \text{Null} \left[ \tilde{B}_G(\chi(V)) \right] = \text{Null} \left[ B_{K,\psi}(\chi(V)) \right]. \] Otherwise, it is infinitesimally roto-flexible in SE(2).

Definition II.5 leads to the following result which relates the infinitesimal rigidity of an SE(2) framework to the rank of the directed bearing rigidity matrix.

Theorem II.6 ([1]). An SE(2) framework is infinitesimally rigid if and only if \( \text{rk} [B_G(\chi(V))] = 3|V| - 4 \).

For an infinitesimally rigid SE(2) framework, the null space of the directed bearing rigidity matrix is also well understood. It corresponds to the rigid body translations and dilations of the framework, in addition to coordinated rotations. The translations and dilations correspond precisely to the infinitesimal motions required in bearing rigidity for frameworks embedded in \( \mathbb{R}^2 \) [13]. A coordinated rotation consists of a rotation of each agent about its own body axis at the same angular speed coupled with a rigid-body rotation of the framework in \( \mathbb{R}^2 \) so as to leave unchanged all the relative bearings. These coordinated rotations are the non-trivial solutions to the equation

\[ -\text{diag}\left( \frac{P_{vu}}{|p_u-p_v|} T(\psi_v)^T \right) E^T p = \text{diag}(r_{vu}^T) E^T \psi. \] (6)

The solutions define the coordinated rotation subspace, \[ \mathcal{R}_C = \left\{ \begin{pmatrix} p \\ \psi \end{pmatrix} \mid \begin{pmatrix} p \\ \psi \end{pmatrix} \text{ is a solution of (6)} \right\}. \]

It was shown in [1] that \( \dim \mathcal{R}_C = 1 \) if and only if the SE(2) framework is infinitesimally rigid.

Proposition II.7. For an infinitesimally rigid SE(2) framework, \[ \text{Null} [\tilde{B}_G(\chi(V))] = \text{span} \left\{ \begin{pmatrix} I_V \otimes I_2 \\ 0 \end{pmatrix}, \begin{pmatrix} \chi_p \\ 0 \end{pmatrix}, \mathcal{R}_C \right\}. \]

We are able to define the notion of minimally infinitesimal rigid SE(2) frameworks. In fact, this definition follows from Theorem II.6 since an infinitesimally rigid SE(2) framework will require at least \( |E| = 3|V| - 4 \) edges.

Definition II.8 (Minimal Infinitesimal Rigidity in SE(2)). An SE(2) framework $(G,p,\psi)$ is minimally infinitesimally rigid (MIR) if for any $G'$ obtained by removing any edge from $G$, the resulting framework $(G',p,\psi)$ is infinitesimally roto-flexible in SE(2).

Finally, observe that the directed bearing rigidity matrix is defined in terms of the bearing vectors expressed in the local frame of each agent $(r_{vu})$, and the distance between agents. We also define the scale-free directed bearing rigidity matrix. This is motivated by the desire to implement control strategies that do not depend on range, as we will see in the sequel. The scale-free bearing rigidity matrix is defined as \[ \tilde{B}_G(\chi(V)) = \begin{pmatrix} -\text{diag}(P_{vu} T(\psi_v)^T) E^T & \text{diag}(r_{vu}^T) E^T \end{pmatrix}. \] (7)

Proposition II.9. For a SE(2) framework $(G,p,\psi)$ with $p_u \neq p_v$ for all $u,v \in V$, one has \[ \text{rk} [\tilde{B}_G(\chi(V))] = \text{rk} [\tilde{B}_G(\chi(V))]. \]

Proof. The result follows directly from the relationship \[ \tilde{B}_G(\chi(V)) = \begin{pmatrix} \text{diag}(|p_u-p_v|) & 0 \\ 0 & I_{|V|} \end{pmatrix} \tilde{B}_G(\chi(V)). \]

An Illustrative Example: The Triangle

To illustrate some of the above definitions, we consider an SE(2) framework consisting of three nodes, i.e., a triangle.

Proposition II.10. An SE(2) framework $(G,p,\psi)$ consisting of three non-collinear points is infinitesimally rigid if and only if \( |E| = 5 \).

Proof. Assume, without loss of generality, that \( E = \{ (v_1,v_2), (v_1,v_3), (v_2,v_3), (v_2,v_1), (v_3,v_1) \} \), i.e., the edge \((v_2,v_3)\) is “missing” from \( E \). We now show that the bearing $r_{vu}$ can be algebraically determined from the other five bearing measurements. Define the angle $\beta_{uv} = \text{atan2}(r_{uv}^T, r_{uu}^T)$, i.e., $r_{uv} = \text{cos}(\beta_{uv}) \text{sin}(\beta_{uv})^T$. It is easy to check that the following holds:

\[ \beta_{uv} - \beta_{vu} = \psi_u - \psi_v - \pi \] for any $u,v$.

Exploiting (8) three times yields

\[ \begin{align*}
\beta_{v_2v_3} &= \beta_{v_3v_2} + \psi_{v_3} - \psi_{v_2} - \pi \\
\beta_{v_2v_3} &= \beta_{v_3v_2} + (\psi_{v_3} - \psi_{v_1}) - (\psi_{v_2} - \psi_{v_1}) - \pi \\
\beta_{v_2v_3} &= \beta_{v_3v_2} + \beta_{v_1v_2} - \beta_{v_3v_1} - \beta_{v_2v_1} + \beta_{v_2v_3} - \pi,
\end{align*} \]

which proves that $\beta_{v_2v_3}$, and therefore $r_{v_2v_3}$, can be computed from the five available bearings. Therefore, measuring five bearings is equivalent to measuring six bearings, i.e., to having a complete measurement graph. To conclude the first part of the proof we observe that if the agents are not aligned then the complete graph guarantees the infinitesimal rigidity of the framework.

In order to show minimality, we first observe that each two rows of the bearing rigidity matrix corresponding to each measured bearing $r_{uv}$ are linearly dependent. In fact, this can be seen by noticing that $(r_{uv})^T$ is in the null space of the $2 \times 6$ matrix composed by these two rows. Furthermore, as stated by Theorem II.6, the rank of the bearing rigidity matrix must be in this case $3 \cdot 3 - 4 = 5$ in order to have infinitesimal rigidity. Therefore, the presence of at least five bearing measurements is necessary in order to have infinitesimal rigidity. This proves the minimality of the framework and concludes the proof.

III. Formation Control in SE(2)

We now study a formation control problem in SE(2). Consider a team of $n$ agents $(n \geq 2)$ in SE(2) where there is no knowledge of a common reference frame. The dynamics of each agent are expressed as

\[ \begin{pmatrix} T(\psi_i)^T \dot{p}_i \\ \psi_i \end{pmatrix} = \begin{pmatrix} u_i \\ \omega_i \end{pmatrix}, \quad i = 1, \ldots, n. \] (10)
Here, the control input \( u_i \) is applied in the body-frame of agent \( i \), and \( w_i \) directly controls the angular velocity of agent \( i \). Agents are able to sense the bearing to neighboring agents according to a fixed directed graph \( \tilde{G} = (V, E) \).

We would like to design a distributed control law that utilizes only bearing information to drive the formation to a configuration that is congruent to the desired configuration (i.e., admits the same directed bearing rigidity function). We denote the desired formation in terms of desired relative bearings between each agent,

\[
\mathbf{b}^d_G = \left[ (r^d_{e_1})^T \cdots (r^d_{e_\nu})^T \right]^T.
\]

**Assumption 1.** There exists an \( SE(2) \) framework \((\tilde{G}, p^d, \psi^d)\) with \( \chi^d(V) = (p^d, \psi^d) \) such that \( b^d_G(\chi^d(V)) = \mathbf{b}^d_G \). Furthermore, the directed bearing rigidity matrix \( \tilde{B}_G(\chi^d(V)) \) is MIR in \( SE(2) \).

In this direction, define the following potential function,

\[
J(\chi(V)) = \frac{1}{2} \|b^d_G(\chi(V)) - b^d_G\|^2.
\]

We would like to examine the following gradient controller,

\[
\begin{bmatrix}
\dot{p} \\
\dot{\psi}
\end{bmatrix} = -k \nabla J(\chi(V)) = -k \tilde{B}_G(\chi(V))^T (b^d_G - b^d_G) = -k \tilde{B}_G(\chi(V))^T (b^d_G - b^d_G),
\]

Here, \( k > 0 \) is a scalar gain used to improve the rate of convergence of the system. For analysis purposes, we take \( k = 1 \). Observe that by construction \( \tilde{B}_G(\chi(V))^T b^d_G = 0 \), leading to

\[
\begin{bmatrix}
\dot{\mathbf{p}} \\
\dot{\psi}
\end{bmatrix} = \tilde{B}_G(\chi(V))^T b^d_G.
\]

Note that this control is expressed in the global frame. Expressed in the local body frame, the controller takes the expression

\[
\begin{align*}
\dot{u}_i &= T(\psi_i)^T \dot{p}_i = -T(\psi_i)^T \sum_{(i,j) \in E} T(\psi_j) \frac{P_{r_{ji}}}{\|p_j - p_i\|} r_{ji}^d \\
&\quad + T(\psi_i)^T \sum_{(j,i) \in E} T(\psi_j) \frac{P_{r_{ij}}}{\|p_j - p_i\|} r_{ji}^d \\
&\quad - \sum_{(i,j) \in E} \frac{P_{r_{ji}}}{\|p_j - p_i\|} r_{ji}^d + \sum_{(j,i) \in E} T(\psi_j - \psi_i) \frac{P_{r_{ji}}}{\|p_i - p_j\|} r_{ji}^d \\
&= - \sum_{(i,j) \in E} (r_{ji}^d)^T T(\psi_i)^T P_{r_{ij}} (r_{ij}^d)
\end{align*}
\]

A few comments regarding the above control strategy are in order. Indeed, the control in (12), (13) has a distributed structure depending only on the sensing graph \( \tilde{G} \). On the other hand, this control requires communication between agents. That is, if there is an edge \((j,i) \in E\), then agent \( i \) requires the bearing measurement \( r_{ji} \) and the desired bearing \( r_{ji}^d \) from agent \( j \). Furthermore, the agents also require information on their relative orientation, \( T(\psi_i)^T T(\psi_j) = T(\psi_j - \psi_i) \), as well as the distance \( \|p_i - p_j\| \) between neighboring agents. As well-known, this latter quantity cannot be recovered from only measured bearings and an independent measurement (via, e.g., a distance sensor) would be required.

To cope with this issue, we will detail in the following a *scale-free* version of controller (12) for which no distance measurement is needed. On the other hand, the relative orientation \( T(\psi_j - \psi_i) \) among neighboring pairs can be directly obtained in terms of measured bearings thanks to the rigidity of the framework \((\tilde{G}, p, \psi)\). If \((\tilde{G}, p, \psi)\) is rigid then one could, for instance, exploit the distributed estimation strategy illustrated in [1] for recovering the quantity \( T(\psi_j - \psi_i) \) from the measured bearings. Alternatively, one could make use of the geometric arguments of [20] for algebraically obtaining \( T(\psi_j - \psi_i) \) from the available bearings. An example of this algebraic procedure for the case of 3 agents is given in the proof of Proposition II.10.

In this direction, we now propose the following scale-free alternative control for avoiding measurement of the inter-agent distances as in (12),

\[
\begin{align*}
\dot{p}_i &= - \sum_{(i,j) \in E} P_{r_{ji}} r_{ji}^d + \sum_{(j,i) \in E} T(\psi_j - \psi_i)^T P_{r_{ji}} (r_{ji}^d) \\
\dot{\psi}_i &= - \sum_{(i,j) \in E} (r_{ji}^d)^T T(\psi_i)^T P_{r_{ij}} (r_{ij}^d),
\end{align*}
\]

and we assume for the purpose of analysis that the agents are able to acquire their relative orientation. This control can be expressed in a compact notation using the scale-free bearing rigidity matrix as

\[
\begin{bmatrix}
\mathbf{b}^d_G(\chi(V))^T b^d_G
\end{bmatrix} = \begin{bmatrix}
\text{diag}(T(\psi_i)^T) \mathbf{p}
\end{bmatrix} - \begin{bmatrix}
\mathbf{0}
\end{bmatrix} I_{|V|} \begin{bmatrix}
\tilde{B}_G(\chi(V))^T b^d_G
\end{bmatrix}
\]

It is worth noting that this control is in fact different than the one proposed in [16]. In particular, in [16] a consensus-type algorithm is used to align all agents to a common orientation, thereby creating an effective common reference frame, while the control action in (13) does not enforce any agreement/alignment over a common orientation.

Before proceeding with a stability analysis of this control, we first present a useful result relating to the centroid and scale of the formation.

**Proposition III.1.** [16] The centroid of the formation \( \bar{p} = \frac{1}{n} (T I_2 \otimes I_2) p \) and its scale \( s_p = \frac{1}{\sqrt{n}} \sqrt{\sum_{i=1}^n \|p_i - \bar{p}\|^2} \) are invariant under the dynamics (16).

**Proof.** In the global coordinate frame, the centroid dynamics can be expressed as

\[
\begin{align*}
\dot{p} = (\frac{1}{n} T I_2) \mathbf{p} = -(\frac{1}{n} (T I_2) \tilde{E}) \text{diag}(T(\psi_i)P_{r_{pm}}) (b^d_G).
\end{align*}
\]

Similarly, the scale dynamics can be expressed as

\[
\dot{s} = \frac{1}{n} (p - 1 \otimes \bar{p})^T \dot{p}.
\]

From Proposition II.7, it follows that \( p^T \dot{p} = 0 \) and \( (1 \otimes \bar{p})^T \dot{p} = 0 \) concluding the proof.
We are now prepared to state the main result. We will show that, for almost all initial conditions, the dynamics in (16) asymptotically converges to the desired configuration.

**Theorem III.2.** Consider an MIR SE(2) framework $(G, p(0), \psi(0))$ with directed bearing rigidity function $b_G(\chi(V))$ and a formation in SE(2) specified by the vector of relative bearings $b_G^d$ satisfying Assumption 1. Then for almost all initial conditions $(p(0), \psi(0))$, the system (16) asymptotically converges to a configuration $\chi^*$ with $b_G(\chi^*) = b_G^d$.

**Proof.** Denote the bearing error vector as $\delta = b_G(\chi(V)) - b_G^d$. The error dynamics can be expressed as

$$\dot{\delta} = -\bar{B}_G(\chi(V))\bar{B}_G(\chi(V))^T \delta.$$  

(17)

Consider the quadratic Lyapunov function $V = \frac{1}{2} \delta^T \delta$ and note that the level sets $\{\delta | V(\delta) \leq c < \infty\}$ are compact and positively invariant. Furthermore, from Assumption 1, we can assume there exists a point $\chi^d(V) = (p^d, \psi^d)$ satisfying $b_G((p^d, \psi^d)) = b_G^d$ that has the same scale and centroid as the initial condition of the system. In particular, the point $\chi(V) = \chi^d(V)$ corresponds to the equilibrium point $\delta = 0$ of (17). Evaluating the Lie derivative of $V$ yields $\dot{V} = -\delta^T (\bar{B}_G(\chi(V))\bar{B}_G(\chi(V))^T + \bar{B}_G(\chi(V))\bar{B}_G(\chi(V))^T) \delta \leq 0$. To show this inequality, let $Q = -\bar{B}_G(\chi(V))\bar{B}_G(\chi(V))^T$ and

$$R = \begin{bmatrix} \text{diag}(p_u - p_e) & 0 \\ 0 & I_{|V|} \end{bmatrix},$$

and recall that $\bar{B}_G(\chi(V)) = R\bar{B}_G(\chi(V))$. Then $Q$ is a $D$-semistable matrix, and in particular, $QR + RQ \leq 0$ since $R$ is a diagonal and non-negative matrix [21].

The set $S = \{\delta | V(\delta) = 0\}$ corresponds to points satisfying $b_G(\chi) = b_G^d$ or $\bar{B}_G(\chi(V))^T b_G^d = 0$. This latter occurs only when each entry of $b_G^d$ is in span$\{r_{uv}\}$; that is, a scaling of $(p^d, \psi^d)$. However, since the scale and centroid are invariant, this set must correspond precisely to the point satisfying $b_G(\chi) = b_G^d$. Therefore, by LaSalle’s Invariance Principle, the error dynamics (17) asymptotically converge to the set $S$. Furthermore, on the set $S$, the system (16) satisfies $\dot{\chi}(V) = 0$.

Some remarks on Theorem III.2 are in order. While Proposition III.1 leads to centroid and scale invariance of the system, we are not able to comment on the final orientation of the formation. Indeed, from Proposition II.7, there should be another invariant of the dynamics that can shed light on the final orientation; we will explore this in future works. Another issue to be concerned with is the possibility of collisions during the system evolution. In fact, it was shown in [16] that for initial conditions sufficiently close to the desired formation, there will be no collisions; we expect this result to hold under the dynamics (16) as well.

**IV. SIMULATION RESULTS**

We now report some representative case studies to illustrate the performance of the proposed controller. The first
textcut

2Note that the MIR condition precludes the possibility of any collinear agents.

simulation involves $|V| = 6$ agents and the sensing graph $G$ with $|E| = 14$ shown in Fig. 1(a). This graph is MIR for generic configurations of the agents (in particular, when embedded at the initial condition $(p(t_0), \psi(t_0))$ and desired configuration $(p^d, \psi^d)$). Figure 1(b) reports the superimposed behavior of $e(t) = \frac{1}{|E|} ||b_G(t) - b_G^d||$ (blue solid line) and $e_{total}(t) = \frac{1}{|V|} ||b_K|V|(t) - b_K^d||$ (red solid line), that is,
Fig. 3: A triangular formation with an MIR sensing graph $\mathcal{G}$ with $|\mathcal{E}| = 5$ edges. Using Proposition II.10, the relative orientations can be algebraically determined for all agents leading to a pure bearing-only implementation.

the cumulative bearing error over the edge set of graph $\mathcal{G}$ and of the complete graph $K_{|V|}$, respectively. It is then possible to verify how the bearing controller (12–13) is able to regulate both $\epsilon(t)$ and $\epsilon_{\text{total}}(t)$ to zero, thus indicating that the 6 agents have successfully reached a configuration congruent with $b_d^G$. Figure 1(c) shows the agent trajectories from initial to final configurations. In the plot, dashed gray arrows indicate the initial/final positions/orientations of the agents, while solid black arrows depict a realization of the desired bearing formation rototranslated and scaled so as to match the final pose of agent 1 and the final distance between agents 1 and 2. Again, one can note how all agents correctly approach a final pose consistent with the desired bearing vector $b_d^G$.

Results of the second case study are shown in Figs. 2(a–c): here, the sensing graph has $|\mathcal{E}| = 13$ edges (one less that in the first case study) and is, thus, not rigid. Consequently, the controller (12–13) is able to zero the bearing error $\epsilon(t)$ but not the total bearing error $\epsilon_{\text{total}}(t)$ (Fig. 2(b) – note how $\epsilon_{\text{total}}(t)$ stabilizes to a constant but non-zero value). Indeed, by looking at Fig. 2(c) one can note how the agents reach a configuration not congruent with the desired one.

Finally, in Figs. 3(a–b), we report the results of a minimally rigid triangular formation with $|\mathcal{V}| = 3$ agents and $|\mathcal{E}| = 5$ edges in the sensing graph from Proposition II.10. In this case, the control can be implemented without an explicit measurement of the relative orientation using the algebraic characterization described in Proposition II.10.

V. CONCLUSIONS

This work examined an extension of the bearing rigidity theory to handle frameworks embedded in $SE(2)$. The structure of the corresponding directed bearing rigidity matrix was examined and turned out to be a central construct in the development of a distributed bearing-only formation control strategy. In particular, we were able to show almost global asymptotic stability of the control strategy when the $SE(2)$ framework is minimally infinitesimally rigid.
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