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Abstract
In this paper, we propose and validate a framework for visual navigation with collision avoidance for a wheeled mobile
robot. Visual navigation consists of following a path, represented as an ordered set of key images, which have been
acquired by an on-board camera in a teaching phase. While following such a path, the robot is able to avoid obstacles
which were not present during teaching, and which are sensed by an on-board range scanner. Our control scheme
guarantees that obstacle avoidance and navigation are achieved simultaneously. In fact, in the presence of obstacles,
the camera pan angle is actuated to maintain scene visibility while the robot circumnavigates the obstacle. The risk of
collision and the eventual avoiding behaviour are determined using a tentacle-based approach. The framework can also
deal with unavoidable obstacles, which make the robot decelerate and eventually stop. Simulated and real experiments
show that with our method, the vehicle can navigate along a visual path while avoiding collisions.

Keywords
vision-based navigation, visual servoing, collision avoidance, integration of vision with other sensors

1. Introduction

A great amount of robotics research focuses on vehicle
guidance, with the ultimate goal of automatically reproduc-
ing the tasks usually performed by human drivers (Buehler
et al., 2008; Zhang et al., 2008; Nunes et al., 2009; Broggi
et al., 2010). In many recent works, information from visual
sensors is used for localization Guerrero et al. (2008);
Scaramuzza and Siegwart (2008) or for navigation (Bonin-
Font et al., 2008; López-Nicolás et al., 2010). In the case of
autonomous navigation, an important task is obstacle avoid-
ance, which consists of either generating a collision-free
trajectory to the goal (Minguez et al., 2008), or decelerating
to prevent collision when bypassing is impossible (Wada
et al., 2009). Most obstacle avoidance techniques, partic-
ularly those that use motion planning (Latombe, 1991),
rely on knowledge of a global and accurate map of the
environment and obstacles.

Instead of utilizing such a global model of the envi-
ronment, which would infringe the perception to action
paradigm (Sciavicco and Siciliano, 2000), we propose a
framework for obstacle avoidance with simultaneous exe-
cution of a visual servoing task (Chaumette and Hutchin-
son, 2006). Visual servoing is a well-known method that
uses vision data directly in the control loop, and that has

been applied on mobile robots in many works Mariottini
et al. (2007); Allibert et al. (2008); Becerra et al. (2011);
López-Nicolás and Sagüés (2011). For example, Mariot-
tini et al. (2007) exploited the epipolar geometry to drive
a non-holonomic robot to a desired configuration. A sim-
ilar approach is presented by Becerra et al. (2011), where
the singularities are dealt with more efficiently. The same
authors achieved vision-based pose stabilization using a
state observer in López-Nicolás and Sagüés (2011). Tra-
jectory tracking is tackled by Allibert et al. (2008) by
integrating differential flatness and predictive control.

The visual task that we focus on is appearance-based
navigation, which has been the target of our research of
Šegvić et al. (2008), Cherubini et al. (2009) and Diosi
et al. (2011). In the framework that we have developed in
the past,1 the path is a topological graph, represented by a
database of ordered key images. In contrast with other simi-
lar approaches, such as that of Booij et al. (2007), our graph
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does not contain forks. Furthermore, as opposed to Royer
et al. (2007), Goedemé et al. (2007), Zhang and Kleeman
(2009), Fontanelli et al. (2009) and Courbon et al. (2009),
we do not use the robot pose for navigating along the path.
Instead, our task is purely image-based (as in the approach
of Becerra et al. (2010)), and it is divided into a series
of subtasks, each consisting of driving the robot towards
the next key image in the database. More importantly, to
the best of the authors’ knowledge, appearance-based nav-
igation frameworks have never been extended to take into
account obstacles.

Obstacle avoidance has been integrated into many model-
based navigation schemes. Yan et al. (2003) used a range
finder and monocular vision to enable navigation in an
office environment. The desired trajectory is deformed to
avoid sensed obstacles in the work of Lamiraux et al.
(2004). Ohya et al. (2008) use a model-based vision system
with retroactive position correction. Simultaneous obsta-
cle avoidance and path following are presented by Lapierre
et al. (2007), where the geometry of the path (a curve on
the ground) is perfectly known. In the approach of Lee
et al. (2010), obstacles are circumnavigated while follow-
ing a path; the radius of the obstacles (assumed cylindrical)
is known a priori. In practice, all of these methods are based
on the environment 3D model, including, for example, walls
and doors, or on the path geometry. In contrast, we propose
a navigation scheme which does not require an environment
or obstacle model.

One of the most common techniques for model-free
obstacle avoidance is the potential field method, origi-
nally introduced by Khatib (1985). The gap between global
path planning and real-time sensor-based control has been
closed with an elastic band (Quinlan and Khatib, 1993), a
deformable collision-free path, whose initial shape is gener-
ated by a planner, and then deformed in real time, according
to the sensed data. Similarly, in the work of Bonnafous
et al. (2001) and Von Hundelshausen et al. (2008), a set
of trajectories (arcs of circles or ‘tentacles’) is evaluated
for navigating. However, in the work of Bonnafous et al.
(2001), a sophisticated probabilistic elevation map is used,
and the selection of the optimal tentacle is based on its risk
and interest, which both require accurate pose estimation.
Similarly, in Von Hundelshausen et al. (2008), the trajectory
computation relies on GPS way points, hence once more on
the robot pose.

Here, we focus on this problem: a wheeled vehicle,
equipped with an actuated pinhole camera and with a
forward-looking range scanner, must follow a visual path
represented by key images, without colliding with the
ground obstacles. The camera detects the features required
for navigating, while the scanner senses the obstacles (in
contrast with other works, such as that of Kato et al. (2002),
only one sensor is used to detect the obstacles). In this
sense, our work is similar to that of Folio and Cadenat
(2006), where redundancy enables reactive obstacle avoid-
ance, without requiring any 3D model. A robot is redundant

when it has more degrees of freedom (DOFs) than those
required for the primary task; then, a secondary task can
also be executed. In the work of Folio and Cadenat (2006),
the two tasks are respectively visual servoing and obsta-
cle avoidance. However, there are various differences with
that work. First, we show that the redundancy approach is
not necessary, since we design the two tasks so that they
are independent. Second, we can guarantee asymptotic sta-
bility of the visual task at all times, in the presence of
non-occluding obstacles. Moreover, our controller is com-
pact, and the transitions between safe and unsafe contexts
is operated only for obstacle avoidance, while in the work
of Folio and Cadenat (2006), three controllers are needed,
and the transitions are more complex. This compactness
leads to smoothness of the robot behaviour. Finally, Folio
and Cadenat (2006) considered a positioning task in indoor
environments, whereas we aim at continuous navigation on
long outdoor paths.

Let us summarize the other major contributions of our
work. An important contribution is that our approach is
merely appearance-based, hence simple and flexible: the
only information required is the database of key images,
and no model of the environment or obstacles is neces-
sary. Hence, there is no need for sensor data fusion nor
planning, which can be computationally costly, and requires
precise calibration of the camera/scanner pair. We guaran-
tee that the robot will never collide in the case of static,
detectable obstacles (in the worse cases, it will simply stop).
We also prove that our control law is always well-defined,
and that it does not present any local minima. To the best
of the authors’ knowledge, this is the first time that obstacle
avoidance and visual navigation merged directly at the con-
trol level (without the need for sophisticated planning) are
validated in real outdoor urban experiments.

The framework that we present here is inspired from that
designed and validated in our previous work (Cherubini
and Chaumette, 2011). However, many modifications have
been applied, in order to adapt that controller to the real
world. First, for obstacle avoidance, we have replaced clas-
sical potential fields with a new tentacle-based technique
inspired by Bonnafous et al. (2001) and Von Hundelshausen
et al. (2008), which is perfectly suitable for appearance-
based tasks, such as visual navigation. In contrast with those
works, our approach does not require the robot pose, and
exploits the robot geometric and kinematic characteristics
(this aspect will be detailed later in the paper). A detailed
comparison between the potential field and the tentacle
techniques is given in Cherubini et al. (2012). In that work,
we showed that with tentacles, smoother control inputs are
generated, higher velocities can be applied, and only dan-
gerous obstacles are taken into account. In summary, the
new approach is more robust and efficient than its prede-
cessor. A second modification with respect to Cherubini
and Chaumette (2011) concerns the design of the transla-
tional velocity, which has been changed to improve visual
tracking and avoid undesired deceleration in the presence of

 at INRIA RENNES on September 6, 2012ijr.sagepub.comDownloaded from 

http://ijr.sagepub.com/


Cherubini and Chaumette 3

x d 

CURRENT IMAGE  I 

KEY  IMAGES I1 N 

Visual 
Navigation 

NEXT KEY 
IMAGE  I dy

O
x 

v

Zc X 

C 

Y 

Xc

Y c

Z R 

ϕ̇

ϕ

ω

Fig. 1. General definitions. Left: top view of the robot (rectangle),
equipped with an actuated camera (triangle); the robot and camera
frame (respectively, FR and FC ) are shown. Right: database of
the key images, with current and next key images emphasized;
the image frame FI is also shown, as well as the visual features
(circles) and their centroid (cross).

non-dangerous obstacles. Another important contribution
of the present work is that, in contrast with the tentacle-
based approaches designed in Von Hundelshausen et al.
(2008) and Bonnafous et al. (2001), our method does not
require the robot pose. Finally, the present article reports
experiments, which, for the first time in the field of visual
navigation with obstacle avoidance, have been carried out
in real-life, unpredictable urban environments.

The article is organized as follows. In Section 2, the
characteristics of our problem (visual path following with
simultaneous obstacle avoidance) are presented. The con-
trol law is presented in full detail in Section 3, and a short
discussion is carried out in Section 4. Simulated and real
experimental results are presented respectively in Sections
5 and 6, and summarized in the conclusion.

2. Problem definition

2.1. General definitions

The reader is referred to Figure 1. We define the robot
frame FR (R, X , Y ) (R is the robot centre of rotation), image
frame FI( O, x, y) (O is the image centre) and camera frame
FC (C, Xc, Yc, Zc) (C is the optical centre). The robot control
inputs are

u = (v, ω, ϕ̇) .

These are, respectively, the translational and angular veloc-
ities of the vehicle, and the camera pan angular velocity. We
use the normalized perspective camera model:

x = Xc

Zc
, y = Yc

Zc
.

We assume that the camera pan angle is bounded: |ϕ| ≤
π
2 , and that C belongs to the camera pan rotation axis, and
to the robot sagittal plane (i.e. the plane orthogonal to the
ground through X ). We also assume that the path can be
followed with continuous v (t) > 0. This ensures safety,
since only obstacles in front of the robot can be detected by
our range scanner.
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Fig. 2. Obstacle models with four occupied cells c1, . . . , c4. (a)
Occupancy grid, straight (b, c) and sharpest counterclockwise (d,
e) tentacles (dashed). When a total of three tentacles are used, the
straight and sharpest counterclockwise are characterized, respec-
tively, by index j = 2 and j = 3. For these two tentacles, we
have drawn: classification areas (collision Cj, dangerous central
Dj, dangerous external Ej), corresponding boxes and delimiting
arcs of circle, and cell risk and collision distances (�ij, δij). For
tentacle j = 3 in the bottom right, we have also drawn the tentacle
centre (cross) and the ray of cell c1, denoted by �13.

2.2. Visual path following

The path that the robot must follow is represented as a
database of ordered key images, such that successive pairs
contain some common static visual features (points). First,
the vehicle is manually driven along a taught path, with the
camera pointing forward (ϕ = 0), and all of the images
are saved. Afterwards, a subset (database) of N key images
I1, . . . , IN representing the path (Figure 1, right) is selected.
Then, during autonomous navigation, the current image,
denoted I , is compared with the next key image in the
database, Id ∈ {I1, . . . , IN }, and a relative pose estimation
between I and Id is used to check when the robot passes the
pose where Id was acquired.

For key image selection, as well as visual point detection
and tracking, we use the algorithm presented in Royer et al.
(2007). The output of this algorithm, which is used by our
controller, is the set of points visible both in I and Id . Then,
navigation consists of driving the robot forward, while I is
driven towards Id . We maximize similarity between I and
Id using only the abscissa x of the centroid of the points
matched on I and Id . When Id has been passed, the next
image in the set becomes the desired one, and so on, until
IN is reached.

2.3. Obstacle representation

Along with the visual path following problem, we consider
obstacles which are on the path, but not in the database,
and sensed by the range scanner in a plane parallel to the
ground. We use the occupancy grid in Figure 2(a): it is
linked to FR, with cell sides parallel to X and Y . Its lon-
gitudinal and lateral extensions are limited (Xm ≤ X ≤ XM

and Ym ≤ Y ≤ YM ), to ignore obstacles that are too far to
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jeopardize the robot. The size of the grid should increase
with the robot velocity, to guarantee the sufficient time for
obstacle avoidance. An appropriate choice for |Xm| is the
length of the robot, since obstacles behind cannot hit it
as it advances. In this work, we use XM = YM = 10 m,
Xm = −2m, Ym = −10m. Any grid cell c centred at (X , Y )

is considered occupied if an obstacle has been sensed in c.
The cells have size 0.2 × 0.2 m. For the cells entirely lying
in the scanner area, only the current scanner reading is con-
sidered. For all other cells in the grid, we use past readings,
which are progressively displaced using odometry.

We use, along with the set of all occupied grid cells

O = {c1, . . . , cn} ,

a set of drivable paths (tentacles). Each tentacle j is a semi-
circle that starts in R, is tangent to X , and is characterized
by its curvature (i.e. inverse radius) κj, which belongs to K,
a uniformly sampled set:

κj ∈ K = {−κM , . . . , 0, . . . , κM } .

The maximum desired curvature κM > 0, must be fea-
sible considering the robot kinematics. Since, as we will
show, our tentacles are used both for perception and motion
execution, a compromise between computational cost and
control accuracy must be reached to tune the size of K,
i.e. its sampling interval. Indeed, a large set is costly since,
as we show later, various collision variables must be cal-
culated on each tentacle. On the other hand, extending the
set enhances motion precision, since more alternative ten-
tacles can be selected for navigation. In the simulations and
experiments, we used 21 tentacles. In Figure 2(b)–(e), the
straight and the sharpest counterclockwise (κ = κM ) ten-
tacles are dashed. When a total of three tentacles are used,
these correspond respectively to j = 2 and j = 3.

Each tentacle j is characterized by three classification
areas (collision, dangerous central and dangerous external),
which are obtained by rigidly displacing, along the tenta-
cle, three rectangular boxes, with increasing size. The boxes
are all overestimated with respect to the real robot dimen-
sions. For each tentacle j, the sets of cells belonging to the
three classification areas (shown in Figure 2) are denoted
Cj, Dj and Ej. Cells belonging to the dangerous central set,
are not considered in the dangerous external set as well,
so that Dj ∩ Ej = ∅. The sets O, C, D and E are used to
calculate the variables required in the control law defined
in Section 3.1: in particular, the largest classification areas
D and E are used to select the safest tentacle and its risk,
while the thinnest one C determines the eventual necessary
deceleration.

In summary, as we mentioned in Section 1, our tentacles
exploit the robot geometric and kinematic characteristics.
Specifically, the robot geometry (i.e. the vehicle encum-
brance) defines the three classification areas C, D and E ,
hence the cell potential danger, while the robot kinematics
(i.e. the maximum desired curvature, κM ) define the bounds

on the set of tentacles K. Both aspects give useful infor-
mation on possible collisions with obstacles ahead of the
robot, which will be exploited, as we will show in Section
3, to choose the best tentacle and to eventually slow down
or stop the robot.

2.4. Task specifications

Let us recall the Jacobian paradigm which relates a robot
kinematic control inputs with the desired task. We name s ∈
R

m the task vector, and u ∈ R
m the control inputs. The task

dynamics are related to the control inputs by

ṡ = Ju, (1)

where J is the task Jacobian of size m × m. In this work,
m = 3, and the desired specifications are

1. orienting the camera in order to drive the abscissa of the
feature centroid x to its value at the next key image in
the database xd;

2. making the vehicle progress forward along the path
(except if obstacles are unavoidable);

3. avoiding collision with the obstacles, while remaining
near the 3D taught path.

The required task evolution can be written

ṡ∗ = ṡd − 	
(
s − sd

)
, (2)

with sd and ṡd indicating the desired values of the task, and
of its first derivative, and 	 = diag (λ1 . . . λm) a positive-
definite diagonal gain matrix.

Since we assume that the visual features are static, the
first specification on camera orientation can be expressed
by

ẋ∗ = −λx

(
x − xd

)
, (3)

with λx a positive scalar gain. This guarantees that the
abscissa of the centroid of the points converges exponen-
tially to its value at the next key image xd , with null velocity
there (ẋd = 0). The dynamics of this task can be related to
the robot control inputs by

ẋ = Jxu = [
jv jω jϕ̇

]
u, (4)

where jv, jω and jϕ̇ are the components of the cen-
troid abscissa Jacobian Jx related to each of the three
robot control inputs. Their form will be determined in
Section 3.2.

The two other specifications (vehicle progression with
collision avoidance) are related to the danger represented
by the obstacles present in the environment. If it is pos-
sible, the obstacles should be circumnavigated. Otherwise,
the vehicle should stop to avoid collision. To determine the
best behaviour, we assess the danger at time t with a sit-
uation risk function H : R

∗+ �→ [0, 1], that will be fully
defined in Section 3.3.
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• In the safe context (H = 0), no dangerous obstacles are
detected on the robot path. In this case, it is desirable
that the robot acts as in the teaching phase, i.e. follow-
ing the taught path with the camera looking forward. If
the current pan angle ϕ is non-null, which is typically
the case when the robot has just avoided an obstacle,
an exponential decrease of ϕ is specified. Moreover, the
translational velocity v must be reduced in the presence
of sharp turns, to ease the visual tracking of quickly
moving features in the image; we specify this using
a function vs that will be detailed in Section 3.4. In
summary, the specifications in the safe context are

⎧⎨
⎩

ẋ = −λx

(
x − xd

)
v = vs

ϕ̇ = −λϕϕ

, (5)

with λϕ a positive scalar gain. The corresponding cur-
rent and desired task dynamics are

ṡs =
⎡
⎣

ẋ
v
ϕ̇

⎤
⎦ , ṡ∗

s =
⎡
⎣

−λx

(
x − xd

)
vs

−λϕϕ

⎤
⎦ . (6)

Using (4) we can derive the Jacobian relating ṡs and u:

ṡs = Jsu =
⎡
⎣

jv jω jϕ̇
1 0 0
0 0 1

⎤
⎦ u. (7)

Note that matrix Js is invertible if jω 	= 0, and we show
in Section 3.2 that this condition is indeed ensured.

• In the unsafe context (H = 1), dangerous obstacles are
detected. The robot should circumnavigate them by fol-
lowing the best tentacle (selected by considering both
the visual and avoidance tasks as we show in Section
3.3). This heading variation drives the robot away from
the 3D taught path. Correspondingly, the camera pan
angle must be actuated to maintain visibility of the
database features, i.e. to guarantee (3). The translational
velocity must be reduced for safety reasons (i.e. to avoid
collisions); we specify this using a function vu, that is
defined in Section 3.5. In summary, the specifications
in the unsafe context are

⎧⎨
⎩

ẋ = −λx

(
x − xd

)
v = vu

ω = κbvu

, (8)

where κb is the best tentacle curvature, so that the trans-
lational and angular velocities guarantee that the robot
precisely follows it, since ω/v = κb. The current and
desired task dynamics corresponding to (8) are

ṡu =
⎡
⎣

ẋ
v
ω

⎤
⎦ , ṡ∗

u =
⎡
⎣

−λx

(
x − xd

)
vu

κbvu

⎤
⎦ . (9)

Using (4) we can derive the Jacobian relating ṡu and u:

ṡu = Juu =
⎡
⎣

jv jω jϕ̇
1 0 0
0 1 0

⎤
⎦ u. (10)

Matrix Ju is invertible if jϕ̇ 	= 0, and we show in Section
3.2 that this condition is also ensured.

• In intermediate contexts (0 < H < 1), the robot should
navigate between the taught path and the best tenta-
cle. The transition between these two extremes will be
driven by situation risk function H .

3. Control scheme

3.1. General scheme

An intuitive choice for controlling (1) in order to fulfill the
desired tasks su and ss would be

u = J−1ṡ∗ (11)

with
s = Hsu + (1 − H) ss

and therefore (considering Ḣ = 0):

J = HJu + (1 − H) Js =
⎡
⎣

jv jω jϕ̇
1 0 0
0 H 1 − H

⎤
⎦ .

In fact, away from singularities of J, controller (11) leads to
the linear system:

ṡ − ṡd = −	
(
s − sd

)

for which, as desired,
(
sd , ṡd

)
are exponentially stable equi-

libria, for any value of H ∈ [0, 1] (since 	 is a positive-
definite diagonal matrix). Note that replacing (2) in (11),
leads to the well-known controller for following trajectory
sd = sd (t), given by (Chaumette and Hutchinson, 2007)

u = −	J−1( s − sd) +J−1ṡd .

However, the choice of controller (11) is not appropriate
for our application, since J is singular whenever

Hjϕ̇ + (H − 1) jω = 0. (12)

This condition, which depends on visual variables (jϕ̇ and
jω) as well as on an obstacle variable (H), can occur in
practice.

Instead, we propose the following control law to guaran-
tee a smooth transition between the inputs:

u = HJ−1
u ṡ∗

u + (1 − H) J−1
s ṡ∗

s . (13)

Replacing this equation in (7) and (10), guarantees that con-
troller (13) leads to convergence to the desired tasks (5)
and (8):

ṡs = ṡ∗
s if H = 0

ṡu = ṡ∗
u if H = 1
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and that, in these cases, the desired states are glob-
ally asymptotically stable for the closed loop system. In
Section 4, we show that global asymptotic stability of the
visual task is also guaranteed in the intermediate cases
(0 < H < 1).

In the following, we define the variables introduced in
Section 2.4. We show how to derive the centroid abscissa
Jacobian Jx, the situation risk function H , the best tentacle
along with its curvature κb, and the translational velocities
in the safe and unsafe context (vs and vu, respectively).

3.2. Jacobian of the centroid abscissa

We will hereby derive the components of Jx introduced
in (4). Let us define v = (vc, ωc) the camera velocity,
expressed in FC . Since we have assumed that the features
are static, the dynamics of x can be related to v by

ẋ = Lxv

where Lx is the interaction matrix of x (Chaumette and
Hutchinson, 2006). In the case of a point of depth Zc, it
is given by (Chaumette and Hutchinson, 2006)

Lx =
[

− 1
Zc

0 x
Zc

xy −1 − x2 y
]

. (14)

In theory, since we consider the centroid and not a physi-
cal point, we should not use (14) for the interaction matrix,
but the exact and more complex form given in Tahri and
Chaumette (2005). However, using (14) provides a suffi-
ciently accurate approximation (Cherubini et al., 2009). It
also has the strong advantage that it is not necessary to esti-
mate the depth of all points, using techniques such as those
described by Davison et al. (2007), De Luca et al. (2008)
and Durand et al. (2010). Only an approximation of Zc,
i.e. one scalar, is sufficient. In practice, we set a constant
fixed value. This strategy has proved successful for visual
navigation in Cherubini et al. (2009).

For the robot model that we are considering, the camera
velocity v can be expressed as a function of u by using the
geometric model:

v =C TRu

with:

CTR =

⎡
⎢⎢⎢⎢⎢⎢⎣

sin ϕ −X C cos ϕ 0
0 0 0

cos ϕ X C sin ϕ 0
0 0 0
0 −1 −1
0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

.

In this matrix, X C is the abscissa of the optical centre C in
the robot frame FR. This parameter is specific of the robot
platform. Since C belongs to the robot sagittal plane, and
since the robot is constrained on the ground plane, this is
the only coordinate of C in FR required for visual servoing.

Then, multiplying Lx by CTR, we obtain the components
of Jx:

jv = − sin ϕ+x cos ϕ

Zc

jω = X C(cos ϕ+x sin ϕ)

Zc
+ 1 + x2

jϕ̇ = 1 + x2.

(15)

From (15) it is clear that jϕ̇ ≥ 1 ∀x ∈ R; hence, Ju is never
singular (see (10)). Furthermore, it is possible to ensure that
jω 	= 0, so that Js is also invertible (see (7)). In fact, in (15)

we can guarantee that jω 	= 0, by setting Zc > X C

2 in the Jx

components. Indeed, condition jω 	= 0 is equivalent to

X C (cos ϕ + x sin ϕ)

Zc
+ 1 + x2 	= 0. (16)

Since |ϕ| ≤ π
2 : cos ϕ + x sin ϕ ≥ −x, ∀x ∈ R. Hence, a

sufficient condition for (16) is

x2 − X C

Zc
x + 1 > 0,

which occurs ∀x ∈ R when X C/Zc < 2. In practice, this
condition can be guaranteed, since X C is an invariant char-
acteristic of the robot platform, and Zc is a tunable control
parameter, which can be set to a value greater than X C/2. In
addition, the value of X C on most robots platforms is usu-
ally smaller than 1 m, which is much less than the scene
depth in outdoor environments. In Cherubini et al. (2009),
we have shown that overestimating Zc does not jeopardize
navigation.

On the other hand, we can infer from (15) that the sin-
gularity of controller (11), expressed by (12) can occur fre-
quently. For example, whenever Zc is large, yielding jϕ̇ ≈
jω, and concurrently H ≈ 0.5, J becomes singular. This
confirms the great interest in choosing control scheme (13),

which is always well defined if Zc > X C

2 .

3.3. Situation risk function and best tentacle

To derive the situation risk function H used in (13), we first
calculate a candidate risk function Hj ∈ [0, 1] for each ten-
tacle, as will be explained below. Each Hj is derived from
the risk distance of all occupied cells in the dangerous areas.

This distance is denoted �ij ≥ 0 for each ci ∈ O ∩(Dj ∪ Ej

)
. For occupied cells in the central set Dj, �ij is

the distance that the middle boundary box would cover
along tentacle j before touching the cell centre. For occu-
pied cells in the external set, only a subset Ēj is taken into
account: Ēj ⊆ O ∩ Ej. This subset contains only cells which
reduce the clearance in the tentacle normal direction. For
each external occupied cell, we denote �ij the ray starting at
the tentacle centre and passing through ci. Cell ci is added
to Ēj if and only if, in Dj ∪ Ej, there is at least an occu-
pied cell crossed by �ij on the other side of the tentacle. In
the example of Figure 2(e), O ∩ E3 = {c1, c3, c4}, whereas
Ē3 = {c1, c3}. Cell c4 is not considered dangerous, since
it is external, and does not have a counterpart on the other
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side of the tentacle. Then, for cells in Ēj, �ij is the sum of
two terms: the distance from the centre of ci to its normal
projection on the perimeter of the dangerous central area,
and the distance that the middle boundary box would cover
along tentacle j before reaching the normal projection. The
derivation of �ij is illustrated, in Figure 2, for four occupied
cells. Note that for a given cell, �ij may have different val-
ues (or even be undefined) according to the tentacle that is
considered.

When all risk distances on tentacle j are calculated, we
compute �j as their minimum:

�j = inf
ci∈(O∩Dj)∪Ēj

�ij.

If
(O ∩ Dj

) ∪ Ēj ≡ ∅, �j = ∞. In the example of Figure
2, �2 = �12 and �3 = �33. Obviously, overestimating the
bounding box sizes leads to more conservative �j.

We then use �j and two hand-tuned thresholds �d and
�s (0 < �d < �s) to design the tentacle risk function:

Hj=

⎧⎪⎪⎨
⎪⎪⎩

0 if �j ≥�s

1
2

[
1 + tanh

(
1

�j−�d
+ 1

�j−�s

)]
if �d <�j <�s

1 if �j ≤�d .
(17)

Note that Hj smoothly varies from 0, when the dangerous
cells associated with tentacle j (if any) are far, to 1, when
they are near. If Hj = 0, the tentacle is tagged as clear.
In practice, threshold �s must be set to the risk distance
for which the context ceases to be safe (H becomes greater
than 0), so that the robot starts to leave the taught (occu-
pied) path. On the other hand, �d must be tuned as the risk
distance for which the context becomes unsafe (H = 1),
so that the robot follows the best tentacle to circumnavigate
the obstacle. In our work, we used the values �s = 6 m and
�d = 4.5 m. The risk function Hj corresponding to these
values is plotted in Figure 3.

The Hj of all tentacles are then compared, in order to
determine H in (13). Initially, we calculate the path curva-
ture κ = ω/v ∈ R that the robot would follow if there were
no obstacles. Replacing H = 0 in (13), it is

κ = [
λx

(
xd − x

) − jvvs + λϕ jϕ̇ϕ
]
/jωvs,

which is always well defined, since jω 	= 0 and we have set
vs > 0. We obviously constrain κ to the interval of feasible
curvatures [−κM , κM ]. Then, we derive the two neighbours
of κ among all of the existing tentacle curvatures:

κn, κnn ∈ K such that κ ∈ [κn, κnn) .

Let κn be the nearest, i.e. the curvature of the tentacle that
best approximates the safe path.2 We denote it as the visual
task tentacle. The situation risk function Hv of that tentacle
is then obtained by linear interpolation of its neighbours:

Hv = (Hnn − Hn) κ + Hnκnn − Hnnκn

κnn − κn
. (18)

1

Hj

j

5.02.5 7.5 10
�

Fig. 3. Risk Hj as a function of the tentacle risk distance �j (m)
when �s = 6 m and �d = 4.5 m.

(a) 

c1 

c2 
c1 

(c) (d) 
1 

c1 

c1 

c2 

(b) 

�

Fig. 4. Strategy for selecting the best tentacle among 5 in four
different scenarios. The cells associated to the visual task tentacle,
to the previous best tentacle, and to the best tentacle are shown
in increasingly dark grey; the corresponding tentacles are dashed,
and the occupied cells c1 and c2 are shown in black. (a) Since
it is clear, the visual task tentacle with curvature κn is selected:
κb = κn. (b) The clear tentacle with curvature in

[
κn, κpb

]
nearest

to κn is chosen. (c) Since all tentacles with curvature in
[
κn, κpb

]
are occupied, the clear one nearest to the visual task tentacle is
chosen. (d) Since all tentacles are occupied, we select the one with
smallest Hj, hence, largest risk distance �j (here, �1) given the
middle boundary box.

In practice, Hv measures the risk on the visual path, by con-
sidering only obstacles on the visual task tentacle and on its
neighbour tentacle. In particular, for the context to be safe
(i.e. in order to follow the taught path and realize the desired
safe task in (6)), it is sufficient that the neighbour tentacles
are clear (Hn = Hnn = 0). In this way, obstacles on the sides
do not deviate the robot away from the taught path.

Let us now detail our strategy for determining the best
tentacle curvature κb for navigation. This strategy is illus-
trated by the four examples in Figure 4, where 5 tentacles
are used. In the figure, the dangerous cells (i.e. for each
tentacle j, the cells in Dj ∪ Ej) associated with the visual
task tentacle and to the best tentacle are respectively shown
in light and dark grey. The occupied cells are shown in
black. The best tentacle is derived from the tentacle risk
functions defined just above. If Hv = 0 (as in Figure 4(a)),
the visual task tentacle can be followed: we set κb = κn,
and we apply (13) with H = 0. Instead, if Hv 	= 0, we
seek a clear tentacle (Hj = 0). First, to avoid abrupt control
changes, we only search among the tentacles between the
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visual task one and the best one at the previous iteration,3

denoted by κpb, and mid-grey in the figure. If many clear
ones are present, the nearest to the visual task tentacle is
chosen, as in Figure 4(b). If none of the tentacles with
curvature in

[
κn, κpb

]
is clear, we search among the oth-

ers. Again, the best tentacle will be the clear one that is
closest to κn and, in case of ambiguity, the one closest to
κnn. If a clear tentacle has been found (as in Figure 4(c)),
we select it and set H = 0. Instead, if no tentacle in K
is clear, the one with minimum Hj calculated using (17)
is chosen, and H is set equal to that Hj. In the example
of Figure 4(d), tentacle 1 is chosen and we set H = H1,
since �1 = sup{�1, . . . , �5}, hence H1 = inf{H1, . . . , H5}.
Eventual ambiguities are again solved first with the distance
from κn, then from κnn.

3.4. Translational velocity in the safe context

We define here the translational velocity in the safe
context vs. When the feature motion in the image is fast, the
visual tracker is less effective, and the translational velocity
should be reduced. This is typically the case at sharp robot
turns, and when the camera pan angle ϕ is strong (since the
robot is far from the taught 3D path). Hence, we define vs

as

vs (ω, ϕ) = vm + vM − vm

4
σ (19)

with function σ defined as

σ : R × [−π
2 , π

2

] → [0, 4]

(ω, ϕ) �→ [1+tanh (π−kω|ω|)] [
1+tanh

(
π−kϕ |ϕ|)] .

Function (19) has an upper bound vM > 0 (for ϕ = ω = 0),
and smoothly decreases to the lower bound vm > 0, as either
|ϕ| or |ω| grow. Both vM and vm are hand-tuned variables,
and the decreasing trend is determined by empirically tuned
positive parameters kω and kϕ . This definition of vs yields
better results, both in terms of performances and smooth-
ness than that in Cherubini and Chaumette (2011), which
was only characterized by the image x variation. On the left
of Figure 5, we have plotted vs for vm = 0.4 m s−1, vM = 1
m s−1, kω = 13 and kϕ = 3.

3.5. Translational velocity in the unsafe context

The unsafe translational velocity vu must adapt to the poten-
tial danger; it is derived from the obstacles on the best
tentacle, defined in Section 3.3. In fact, vu is derived from
the collision distance δb, which is a conservative approxi-
mation of the maximum distance that the robot can travel
along the best tentacle without colliding. Since the thinner
box contains the robot, if R follows the best tentacle, col-
lisions can only occur in occupied cells in Cb. In fact, the
collision with cell ci will occur at the distance, denoted by
δib ≥ 0, that the thinner box would cover along the best ten-
tacle, before touching the centre of ci. The derivation of δib

is illustrated in Figure 2 for four occupied cells.

Then, we define δb as the minimum among the collision
distances of all occupied cells in Cb:

δb = inf
ci∈O∩Cb

δib.

If all cells in Cb are free, δb = ∞. In the example of
Figure 2, assuming the best tentacle is the straight one
(b = 2), δb = δ12. Again, oversizing the box leads to more
conservative δb.

The translational velocity must be designed accordingly.
Let δd and δs be two hand-tuned thresholds such that 0 <

δd < δs. If the probable collision is far enough (δb ≥ δs),
the translational velocity can be maintained at the safe value
defined in (19). Instead, if the dangerous occupied cell is
near (δb ≤ δd), the robot should stop. To comply with the
boundary conditions vu (δd) = 0 and vu (δs) = vs, in the
intermediate situations we apply a constant deceleration:

a = v2
s /2(δd − δs) < 0.

Since the distance required for braking at velocity vu (δb) is

δb − δd = −v2
u/2a,

the general expression of the unsafe translational velocity
becomes

vu (δb) =
⎧⎨
⎩

vs if δb ≥ δs

vs
√

δb − δd/δs − δd if δd < δb < δs

0 if δb ≤ δd ,
(20)

in order to decelerate as the collision distance δb decreases.
In practice, threshold δd will be chosen as the distance to
collision at which the robot should stop. Instead, threshold
δs must be defined according to the maximum applicable
deceleration (denoted aM < 0), in order to brake before
reaching distance δd , even when the safe velocity vs is at its
maximum vM :

δs > δd − 2aM

v2
M

.

In our work, we used δd = 2.7 m and δs = 5 m, as shown in
the right-hand side of Figure 5, where we have plotted vu in
function of δb for three values of vs: 0.4, 0.7 and 1 m s−1.

4. Discussion

In this section, we instantiate and comment on our con-
trol scheme for visual navigation with obstacle avoidance.
Using all the variables defined above, we can explicitly
write our controller (13) for visual navigation with obstacle
avoidance:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

v = (1 − H) vs + Hvu

ω = (1 − H)
λx

(
xd − x

) − jvvs + λϕ jϕ̇ϕ

jω
+ Hκbvu

ϕ̇ = H
λx

(
xd − x

) − (jv + jωκb) vu

jϕ̇
− (1 − H) λϕϕ.

(21)
This control law has the following interesting properties.
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Fig. 5. Left: safe translational velocity vs (m s−1) as a function of ω (rad s−1) and ϕ (rad). Right: unsafe translational velocity
vu (m s−1) as a function of δb (m) for three different values of vs.

1. In the safe context (H = 0), Equation (21) becomes
⎧⎪⎪⎨
⎪⎪⎩

v = vs

ω = λx

(
xd − x

) − jvvs + λϕ jϕ̇ϕ

jω
ϕ̇ = −λϕϕ.

(22)

In Section 3.1, we proved that this controller guaran-
tees global asymptotic stability of the safe task ṡ∗

s . As
in Cherubini et al. (2009) and Diosi et al. (2011), where
obstacles were not considered, the image error is con-
trolled only by ω, which also compensates the centroid
displacements due to v and to ϕ̇ through the image
Jacobian components (15), to fulfil the visual task (3).
The two remaining specifications in (5), instead, are
achieved by inputs v and ϕ̇: the translational velocity is
regulated to improve tracking according to (19), while
the camera is driven forward, to ϕ = 0. Note that, to
obtain H = 0 with the tentacle approach, it is sufficient
that the neighbour tentacles are clear (Hn = Hnn = 0),
whereas in the potential field approach used by Cheru-
bini and Chaumette (2011), even a single occupied cell
would generate H > 0. Thus, one advantage of the new
approach is that only obstacles on the visual path are
taken into account.

2. In the unsafe context (H = 1), Equation (21) becomes
⎧⎪⎪⎨
⎪⎪⎩

v = vu

ω = κbvu

ϕ̇ = λx

(
xd − x

) − (jv + jωκb) vu

jϕ̇
.

(23)

In Section 3.1, we proved that this controller guaran-
tees global asymptotic stability of the unsafe task ṡ∗

u. In
this case, the visual task (3) is executed by ϕ̇, while the
two other specifications are ensured by the two other
DOFs: the translational velocity is reduced (and even
zeroed to v = vu = 0 for very near obstacles such that
δb ≤ δd), while the angular velocity makes the robot
follow the best tentacle (ω/v = κb). Note that, since
no 3D positioning sensor (e.g. GPS) is used, closing the
loop on the best tentacle is not possible; however, even
if the robot slips (e.g. due to a flat tyre), at the follow-
ing iterations tentacles with stronger curvature will be

selected to drive it towards the desired path, and so on.
Finally, the camera velocity ϕ̇ in (23) compensates the
robot rotation, to keep the features in view.

3. In intermediate situations (0 < H < 1), the robot navi-
gates between the taught path, and the best path consid-
ering obstacles. The situation risk function H represent-
ing the danger on the taught path, drives the transition,
but not the speed. In fact, note that, for all H ∈ [0, 1],
when δb ≥ δs: v = vs. Hence, a high velocity can be
applied if the path is clear up to δs (e.g. when navigating
behind another vehicle).

4. Control law (21) guarantees that obstacle avoidance has
no effect on the visual task, which can be achieved for
any H ∈ [0, 1]. Note that plugging the expressions of v,
ω and ϕ̇ from (21) into the visual task equation:

ẋ = jvv + jωω + jϕ̇ ϕ̇ (24)

yields (3). Therefore, the desired state xd is globally
asymptotically stable for the closed-loop system, ∀H ∈
[0, 1]. This is true even in the special case where v = 0.
In fact, the robot stops and v becomes null, if and only
if H = 1 and vu = 0, implying that ω = 0 and

ϕ̇ = λx

(
xd−x

)

jϕ̇
, which allows realization of the visual

task. In summary, from a theoretical control viewpoint
(i.e. without considering image processing nor field of
view or joint limits constraints), this proves that if at
least one point in Id is visible, the visual task of driving
the centroid abscissa to xd will be achieved, even in the
presence of unavoidable obstacles. This strategy is very
useful for recovery: since the camera stays focused on
the visual features, as soon as the path returns free, the
robot can follow it again.

5. Controller (21) does not present local minima, i.e. non-
desired state configurations for which u is null. In fact,
when H < 1, u = 0 requires both vu and vs to be null,
but this is impossible since from (19)), vs > vm > 0.
Instead, when H = 1, it is clear from (23) that for u to
be null it is sufficient that xd − x = 0 and vu = 0. This
corresponds to null desired dynamics: ṡ∗

u = 0 (see (9)).
This task is satisfied, since plugging u = 0 into (10),
yields precisely ṡu = 0 = ṡ∗

u.
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A B  C D E F 

Fig. 6. Six obstacle scenarios for replaying two taught paths (black) with the robot (rectangle): a straight segment (scenarios A to C),
and a closed-loop followed in the clockwise sense (D to F). Visual features are represented by the spheres, the occupancy grid by the
rectangular area, and the replayed paths are drawn in grey.

6. If we tune the depth Zc to infinity in (15), jv = 0, and
jϕ̇ = jω = 1 + x2. Thus, control law (21) becomes

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

v = (1 − H) vs + Hvu

ω = (1 − H) λx
xd − x

jω
+ (1 − H) λϕϕ + Hκbvu

ϕ̇ = Hλx
xd − x

jω
− (1 − H) λϕϕ + Hκbvu.

Note that, for small image error (x ≈ xd), ϕ̇ ≈ −ω.
In practice, the robot rotation is compensated for by the
camera pan rotation, which is an expected behaviour.

5. Simulations

In this section and in the following, we provide details of
the simulated and real experiments that were used to vali-
date our approach. Simulations are in the video shown in
Extension 1.

For simulations, we made use of Webots,4 where we
designed a car-like robot equipped with an actuated 320 ×
240 pixels 70◦ field of view camera, and with a 110◦ scan-
ner of range 15 m. Both sensors operate at 30 Hz. The visual
features, represented by spheres, are distributed randomly
in the environment, with depths with respect to the robot
varying from 0.1 to 100 m. The offset between R and C is
X C = 0.7 m, and we set Zc = 15 m that meets the con-
dition Zc > X C/2. We use 21 tentacles, with κM = 0.35
m−1 (the robot maximum applicable curvature). For the sit-
uation risk function, we use �s = 6 m and �d = 4.5 m.
These parameters correspond to the design of H shown in
Figure 3. The safe translational velocity is designed with
vm = 0.4 m s−1, vM = 1 m s−1, κω = 13 and κϕ = 3, as in
the graph on the left-hand side of Figure 5. For the unsafe
translational velocity, we use δs = 5 m and δd = 2.7 m as on
the right-hand side of Figure 5 (top curve). The simulations
were helpful for tuning the control gains, in all experiments,
to λx = 1 and λϕ = 0.5.

At first, no obstacle is present in the environment, and
the robot is driven along a taught path. Then, up to five
obstacles are located, near and on the taught path, and the
robot must replay the visual path, while avoiding them. In
addition, the obstacles may partially occlude the features.

Although the sensors are noise-free, and feature matching is
ideal, these simulations allow validation of controller (21).

By displacing the obstacles, we have designed the six
scenarios shown in Figure 6. For scenarios A, B and C,
the robot has been previously driven along a 30 m straight
path, and N = 8 key images have been acquired, whereas
in scenarios D, E and F, the taught path is a closed loop of
length 75 m and N = 20 key images, which is followed
in the clockwise sense. In all scenarios, the robot is able to
navigate without colliding, and this is done with the same
parameters. The metrics used to assess the experiments are
the image error with respect to the visual database x−xd (in
pixels), averaged over the whole experiment and denoted ē,
and the distance, at the end of the experiment, from the final
3D key pose (ε, in centimetres). The first metric ē is use-
ful to assess the controller accuracy in realizing the visual
path following task. The latter metric is less relevant, since
task (3) is defined in the image space, and not in the pose
space.

In all six scenarios, path following has been achieved,
and in some cases, navigation was completed using only
three image points. Obviously, this is possible in simula-
tions, since feature detection is ideal: in the real case, which
includes noise, three points may be insufficient. Some por-
tions of the replayed paths, corresponding to the obstacle
locations, are far from the taught ones. However, these devi-
ations would have been indispensable to avoid collisions,
even with a pose-based control scheme. Let us detail the
robot behaviour in the six scenarios:

• Scenario A: two walls, which were not present dur-
ing teaching, are parallel to the path, and three boxes
are placed in between. The first box is detected, and
overtaken on the left. Then, the vehicle passes between
the second box and the left wall, and then overtakes
the third box on the right. Finally, the robot con-
verges back to the path, and completes it. Although the
walls occlude features on the sides, the experiment is
successful, with ē = 5, and ε = 23.

• Scenario B: it is similar to scenario A, except that there
are no boxes, and that the left wall is shifted towards
the right one, making the passage narrower towards the
end. This makes the robot deviate in order to pass in the
centre of the passage. We obtain ē = 6, ε = 18.
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Fig. 7. Scenario A. For each of the five relevant iterations we show (top to bottom) the robot overtaking the first obstacle, the next key
image, the current image and the occupancy grid.

• Scenario C: this scenario is designed to test the con-
troller in the presence of unavoidable obstacles. Two
walls forming a corner, are located on the path. This
soon makes all tentacles unsafe: �j ≤ �d| ∀j, yielding
H = 1. In addition, as the robot approaches the wall,
the collision distance on the best tentacle δb decreases,
and eventually becomes smaller than δd , to make vu = 0
and stop the robot (see (23)). Although the path is not
completed (making metric ε irrelevant), the collision is
avoided, and ē = 4 pixels. As proved in Section 4, con-
vergence of the visual task (x = xd) is achieved, in spite
of u = 0. In particular, here, the centroid abscissa on
the third key image in the database is reached.

• Scenario D: high walls are present on both sides of the
path; this leads to important occlusions (less than 50%
of the database features are visible), and to a consequent
drift from the taught path. Nevertheless, the final key
image is reached, without collisions, and with ē = 34
and ε = 142. Although this metric is higher than in the
previous scenarios (since the path is longer and there are
numerous occlusions), it is still reasonably low.

• Scenario E: two obstacles are located on the path, and
two others are near the path. The first obstacle is over-
taken on the left, before avoiding the second one, also
on the left. Then, the robot converges to the path and
avoids the third obstacle on the right, before reaching
the final key image. We obtain ē = 33 and ε = 74. The
experiment shows one of the advantages of our tentacle-
based approach: lateral data in the grid is ignored (con-
sidering the fourth obstacle, would have made the robot
curve away from the path).

• Scenario F: here, the controller is assessed in a situa-
tion where classical obstacle avoidance strategies (e.g.
potential fields) often fail because of local minima.
In fact, when detected, the first obstacle is centred on
the X axis and orthogonal to it. This may induce an
ambiguity, since occupancies are symmetric with
respect to X . However, the visual features distribution,
and consequent visual task tentacle κn drive the robot
to the right of the obstacle, which is thus avoided.
We have repeated this experiment with 10 randomly
generated visual feature distributions, and in all cases
the robot avoided the obstacle. The scenario involves
four more obstacles, two of which are circumnavi-
gated externally, and two on the inside. Here, ē = 29
and ε = 75.

In Figure 7, we show five stages of scenario A. In this
figure, as well as later in Figures 12 and 14, the segments
linking the current and next key image points are drawn
in the current image. In the occupancy grid, the danger-
ous cell sets associated with the visual task tentacle and to
the best tentacle (when different) are respectively shown in
grey and black, and two black segments indicate the scan-
ner amplitude. Only cells that can activate H (i.e. cells at
distance � < �s) have been drawn. At the beginning of the
experiment (iteration 10), the visual features are driving the
robot towards the first obstacle. When it is near enough, the
obstacle triggers H (iteration 200), forcing the robot away
from the path towards the best tentacle, while the camera
rotates clockwise to maintain feature visibility (iterations
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Fig. 8. Evolution of relevant variables in scenario E; top to bot-
tom: H , v (in m s−1), ω (in rad s−1), ϕ̇ (in rad s−1) and ϕ (in
rad).

200, 290 and 405). Finally (iteration 630), the controller
drives the robot back to the path, and the camera to the
forward-looking direction.

Further details can be obtained by studying some rele-
vant variables. We focus on scenario E, for which we have
plotted in Figure 8 the values of H , v, ω, ϕ̇ and ϕ dur-
ing navigation. The curve of H shows when the obstacles,
respectively the first (at iterations 0–1,000), second (1,100–
1,700) and third (3,200–3,700), have intervened in control
law (21). As mentioned previously, the fourth obstacle does
not trigger H , since it is too far to the side to jeopardize
the robot. Let us now discuss the trend of the five curves.
Since the beginning, the first obstacle is detected: the ten-
tacle selection induces a negative rotation on the robot (ω
curve), a positive one on the camera (ϕ̇), and a reduction
of v. The strategy proves efficient, since the robot overtakes
the obstacle. Soon afterwards, the second obstacle triggers
H , and provokes a deceleration on v. Concurrently, the cam-
era pan angle ϕ becomes positive to track the visual features
which are mostly on the left of the robot (just like the taught
path, as shown in Figure 6). When the second obstacle is
bypassed, the camera pan is reset to zero. The reduction
of v at iteration 2,800 is due only to the sharp turn (i.e.
to the reduction of vs), since the path is safe at this point.
Then, the third obstacle triggers H , and is easily circum-
navigated. From iteration 3,700 onwards, the situation risk
function is cancelled. Correspondingly, the variables are
driven by (22). Note also that the camera angle ϕ is reset to
0 in less than 200 iterations, and remains null until the end
of the experiment. The small spikes in the angular velocity
ω, which appear throughout the experiment, correspond to
the changes of database key images (except when they are
provoked by the obstacles, as discussed above).

The six simulations have been repeated by setting the fea-
ture depth Zc to infinity. For all six scenarios, the image
accuracy, assessed with ē, is very near to that obtained when
Zc = 15 m. On the other hand, the pose accuracy, assessed
with ε, is lower when Zc = ∞, as shown in Table 1.
The difference is relevant on long paths (scenarios D, E

Table 1. Final 3D error ε (in centimetres) when Zc = 15 m and
Zc = ∞ (for scenario C, since the path is not completed, ε is
irrelevant).

Scenario A B D E F

Zc = 15 m 23 18 142 74 75
Zc = ∞ 26 19 151 80 82

and F). Although the navigation task is defined in the image
space, these experiments show that tuning Zc, even coarsely,
according to the environment, can contribute to the con-
troller performance in the 3D space. This aspect had already
emerged in part in our previous work (Cherubini et al.,
2009).

6. Real experiments

After the simulations, the framework has been ported on
our CyCab vehicle, set in car-like mode (i.e. using the front
wheels for steering), for real outdoor experimental vali-
dation. The robot is equipped with a coarsely calibrated
320 × 240 pixels 70◦ field of view, B&W Marlin (F-131B)
camera mounted on a TRACLabs Biclops Pan/Tilt head (the
tilt angle is null, to keep the optical axis parallel to the
ground), and with a two-layer, 110◦ scanning angle, laser
SICK LD-MRS. A dedicated encoder on the TRACLabs
head precisely measures the pan angle ϕ required in our
control law (see (21)). The grid is built by projecting the
laser readings from the two layers on the ground. Exactly
the same configuration (i.e. the same parameters, gains and
grid size) tuned in Webots is used on the real robot. The
centroid depth value that we used in simulations (Zc = 15
m) proved effective in all real experiments as well, although
the scenarios were very variegate. This confirms, as shown
in Cherubini et al. (2009), that a very coarse approximation
of the scene depth is sufficient to effectively tune Zc. The
velocity (vM = 1, as in Webots) has been reduced due to
the image processing rate (10 Hz), to limit the motion of
features between successive images; the maximum speed
attainable by the CyCab is 1.3 m s−1 anyway. Since cam-
era (10 Hz) and laser (12.5 Hz) processing are not syn-
chronized, they are implemented on two different threads,
and the control input u derived from control law (21) is
sent to the robot as soon as the visual information is
available (10 Hz).

It is noteworthy to point out that the number of tentacles
that must be processed, and correspondingly the computa-
tional cost of the laser processing thread, increase with the
context danger. For clarity, let us discuss two extreme cases:
a safe and an occupied contexts. To verify that a context
is safe (i.e. that Hv = 0 in (17)), all of the cells in the
dangerous areas D ∪ E of only the two neighbour tenta-
cles must be explored. Instead, in a scenario where the grid
is very occupied, all of the tentacles in K may need to be
explored. In general, this second case will be more costly
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than the first. However, in practice, since only the mini-
mum risk and collision distances (�j and δb) are required
by our controller, exploration of a tentacle stops as soon
as the nearest cell is found occupied, so that the tentacles
are rarely entirely explored. The experiments showed that
the computational cost of laser processing, using the chosen
number of tentacles (i.e. 21, as mentioned in Section 2.3),
was never a critical issue with respect to that of image
processing.

First, we have assessed the performance of our control
scheme when a very long obstacle is positioned perpendic-
ularly on the taught path (denoted as path A, and shown in
Figure 9). In Figure 10, we have plotted the control inputs
u, and the situation risk function H . The smooth trend of
u at the beginning and end of the experiments is due to
the acceleration saturation carried out at the CyCab low-
level control. The obstacle is overtaken on the left, while
the camera rotates right to maintain scene visibility (dotted
black and dotted grey curves in Figure 10). The robot is able
to successfully reach the final key image and complete nav-
igation, although it is driven over 5 m away from the taught
3D path by the obstacle. In practice, soon after the obstacle
is detected (i.e. after 5 s), tentacles with first positive (5–
16 s), and then negative (16–25 s) curvature are selected.
Since these tentacles are clear, v is reduced only for visual
tracking, by (19) (solid black curve in Figure 10). This is a
major feature of the tentacle method, which considers only
the actual collision risk of obstacles for reducing the trans-
lational velocity. After 25 s, the environment returns clear
(H = 0), so the visual tentacle can be followed again, and
the robot is driven back to the path. Then (38–52 s) a small
bush on the left triggers H and causes a small counterclock-
wise rotation along with a slight decrease in v. Then the
context returns safe, and the visual path can be followed

Fig. 11. Map of the four navigation paths B, C, D, E.

for the rest of the experiment. The translational velocity
averaged over the experiment is 0.79 m s−1, which is more
than twice the speed reached in Cherubini and Chaumette
(2011).

After these results, we have run a series of experiments,
on longer and more crowded paths (denoted B to E in
Figure 11) on our campus. All campus experiments here
are also visible in the video shown in Extension 2. The
Cycab was able to complete all paths (including 650 m long
path E), while dealing with various natural and unpre-
dictable obstacles, such as parked and driving cars and
pedestrians. The translational velocity averaged over these
experiment was 0.85 m s−1.

Again, by assessing the collision risk only along the
visual path, non-dangerous obstacles (e.g. walls or cars
parked on the sides) are not taken into account. This aspect
is clear from Figure 12(left), where a stage of the naviga-
tion experiment on path E is illustrated. From top to bottom,
we show the next key image in the database Id , the current
image I and three consecutive occupancy grids processed
at that point of the experiment. As the snapshots illustrate,
the cars parked on the right (which were not present during
teaching) do not belong to any of the visual task tentacle
classification areas. Hence, they are considered irrelevant,
and do not deviate the robot from the path.

Another nice behaviour is shown in Figure 12(centre): if
a stationary car is unavoidable, the robot decelerates and
stops with (20), but, as soon as the car departs, the robot
gradually accelerates (again with (20)), to resume naviga-
tion. In fact, as we mentioned in Section 4, when the best
tentacle is clear up to distance δs, a high velocity can be
applied: v = vs, independently of the value of H . In the
future, this feature of our approach could even be utilized
for vehicle following.
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Fig. 12. Validation with: irrelevant obstacles (left), traffic (centre) and a moving pedestrian (right). The visual task tentacle and best
tentacle (when different) are respectively indicated as VTT and BT in the occupancy grids.

An experiment with a crossing pedestrian is presented
in Figure 12(right). The pedestrian is considered irrele-
vant, until it enters the visual task tentacle (second image).
Then, the clockwise tentacles are selected to pass between
the person and the right sidewalk. When the path is clear
again, the robot returns to the visual task tentacle, which is
first counterclockwise (fourth image) and then straight (fifth
image).

In October 2011, as part of the final demonstration of the
French ANR project CityVIP, we have validated our frame-
work in a urban context, in the city of Clermont Ferrand.
The experiments have taken place in the crowded neigh-
bourhood of the central square Place de Jaude, shown in
Figure 13. For four entire days, our Cycab has navigated
autonomously, continuously replaying a set of visual paths
of up to 700 m each, amidst a variety of unpredictable obsta-
cles, such as cars, pedestrians, bicycles and scooters. In
Figure 14, we show some significant snapshots of the exper-
iments that were carried out in Clermont Ferrand. These
include photos of the Cycab, as well as images acquired
by the on-board camera during autonomous navigation.
These experiments are also visible in the video shown in
Extension 3.

Fig. 13. City centre of Clermont Ferrand, with one of the nav-
igation paths where the urban experiments have been carried
out.

In Figure 14(a)–(c), Cycab is moving in a busy street,
crowded with pedestrians and vehicles. First, in Figure
14(a), we show a typical behaviour adopted for avoiding
a crossing pedestrian: here, Cycab brakes as a lady with
black skirt crosses the street. The robot would either stop
or circumnavigate the person, and in 4 days no one has
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Fig. 14. Snapshots of the urban experiments. (a) Avoiding a crossing pedestrian. (b)–(c) Navigating close to moving cars and to a
scooter, respectively. (d)–(e) Avoiding a stationing police patrol and a stationing vehicle, respectively. (f) Navigating with different light
conditions, using the same taught database. (g) Avoiding a pedestrian with a baby pushchair.

ever even closely been endangered nor touched by the vehi-
cle. In many experiments, Cycab has navigated among fast
moving vehicles (cars in Figure 14(b), and a scooter in
Figure 14(c)), and manual security intervention was
never necessary. The robot has also successfully avoided
many fixed obstacles, including a stationing police patrol
(Figure 14(d)) and another electric vehicle (Figure 14(e)).
Obviously, when all visual features are occluded by an
obstacle or lost, the robot stops.

Moreover, we have thoroughly tested the behaviour of our
system with respect to varying light, which is an impor-
tant aspect in outdoor appearance-based navigation. Vary-
ing light has been very common in the extensive Clermont
Ferrand experiments, which would last the whole day, from
the first light to sunset, both with cloudy and clear sky.
In some experiments, we could control the robot in differ-
ent lighting conditions, using the same taught database. For
instance, Figure 14(f) shows two images acquired approx-
imately at the same position at 5 p.m. (top) and 11 a.m.
(bottom), while navigating with the same key images. How-
ever, in spite of the robustness of the image processing
algorithms, which has been proved by Royer et al. (2007), in
some cases (e.g. when the camera was overexposed to sun-
light), the visual features required for navigation could not
be detected. Future work in adapting the camera automatic
shutter settings should solve this issue.

In the current version of our framework, moving
obstacles are not specifically recognized and modelled.
Although, as the experiments show, we are capable of avoid-
ing slowly moving obstacles (e.g. crossing pedestrians or
baby pushchairs as in Figure 14(g)), the main objective of
our future work will be to directly tackle this problem within
the control law, in order to avoid fast obstacles as well. This
can be done, for example, by estimating the velocity of the
detected objects, and then using it to predict their future
position. In our opinion, the main difficulty, in comparison
with the case of static obstacles, will concern the accuracy
and computation cost of this estimation process.

Overall, Cycab has navigated using an average of approx-
imately 60 visual points on each image, and some paths
have even been completed using less than 30 points. Along
with all of the cited technical aspects, the experiments
highlighted the reactions of non-robotic persons to the
use of autonomous ground vehicles in everyday life. Most
passersby had not been informed of the experiments, and
responded with curiosity, surprise, enthusiasm and, rarely,
slight apprehension.

7. Conclusions

A framework with simultaneous obstacle avoidance and
outdoor vision-based navigation, without any 3D model
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or path planning has been presented. It merges a novel,
reactive, tentacle-based technique with visual servoing, to
guarantee path following, obstacle bypassing, and colli-
sion avoidance by deceleration. Since our method is purely
sensor-based and pose-independent, it is perfectly suited for
visual navigation. Extensive outdoor experiments, even in
urban environments, show that it can be applied in realistic
and challenging situations including moving obstacles (e.g.
cars and pedestrians). To the best of the authors’ knowledge,
this is the first time that outdoor visual navigation with
obstacle avoidance has been carried out in urban environ-
ments at approximately 1 m s−1 on over 500 m, using nei-
ther GPS nor maps. In the near future, we plan to explicitly
take into account the velocity of moving obstacles within
our controller, in order to avoid fast obstacles, which are
currently hard to deal with. Perspective work also includes
automatic prevention of the visual occlusions provoked by
the obstacles.

Notes

1. See http://www.irisa.fr/lagadic/demo/demo-cycab-vis-naviga
tion/vis-navigation.

2. Without loss of generality, we consider that intervals are
defined even when the first endpoint is greater than the second,
e.g. [κn, κnn) should be read (κnn, κn] if κn > κnn.

3. At the first iteration, we set κpb = κn.
4. See http://www.cyberbotics.com.
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Appendix: Index to Multimedia Extensions

The multimedia extension page is found at
http://www.ijrr.org

Table of Multimedia Extensions

Extension Type Description

1 Video Simulations of our navigation scheme
in six different scenarios. In this and
the following two videos, the segments
linking the current and next key image
points are drawn in light green in the
current image. In the occupancy grid,
the dangerous cell sets associated with
the visual task tentacle and to the best
tentacle (when different) are respec-
tively shown in red and blue, and two
black segments indicate the scanner
amplitude. Only cells that can activate
H (i.e. cells at distance � < �s) have
been drawn.

2 Video Experiments on our campus.
3 Video Extensive validation in the city centre

of Clermont Ferrand.

 at INRIA RENNES on September 6, 2012ijr.sagepub.comDownloaded from 

http://ijr.sagepub.com/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Coated FOGRA27 \050ISO 12647-2:2004\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /ACaslon-Bold
    /ACaslon-BoldItalic
    /ACaslon-Italic
    /ACaslon-Ornaments
    /ACaslon-Regular
    /ACaslon-Semibold
    /ACaslon-SemiboldItalic
    /AdobeCorpID-Acrobat
    /AdobeCorpID-Adobe
    /AdobeCorpID-Bullet
    /AdobeCorpID-MinionBd
    /AdobeCorpID-MinionBdIt
    /AdobeCorpID-MinionRg
    /AdobeCorpID-MinionRgIt
    /AdobeCorpID-MinionSb
    /AdobeCorpID-MinionSbIt
    /AdobeCorpID-MyriadBd
    /AdobeCorpID-MyriadBdIt
    /AdobeCorpID-MyriadBdScn
    /AdobeCorpID-MyriadBdScnIt
    /AdobeCorpID-MyriadBl
    /AdobeCorpID-MyriadBlIt
    /AdobeCorpID-MyriadLt
    /AdobeCorpID-MyriadLtIt
    /AdobeCorpID-MyriadPkg
    /AdobeCorpID-MyriadRg
    /AdobeCorpID-MyriadRgIt
    /AdobeCorpID-MyriadRgScn
    /AdobeCorpID-MyriadRgScnIt
    /AdobeCorpID-MyriadSb
    /AdobeCorpID-MyriadSbIt
    /AdobeCorpID-MyriadSbScn
    /AdobeCorpID-MyriadSbScnIt
    /AdobeCorpID-PScript
    /AGaramond-BoldScaps
    /AGaramond-Italic
    /AGaramond-Regular
    /AGaramond-RomanScaps
    /AGaramond-Semibold
    /AGaramond-SemiboldItalic
    /AGar-Special
    /AkzidenzGroteskBE-Bold
    /AkzidenzGroteskBE-BoldEx
    /AkzidenzGroteskBE-BoldExIt
    /AkzidenzGroteskBE-BoldIt
    /AkzidenzGroteskBE-Ex
    /AkzidenzGroteskBE-It
    /AkzidenzGroteskBE-Light
    /AkzidenzGroteskBE-LightEx
    /AkzidenzGroteskBE-LightOsF
    /AkzidenzGroteskBE-Md
    /AkzidenzGroteskBE-MdEx
    /AkzidenzGroteskBE-MdIt
    /AkzidenzGroteskBE-Regular
    /AkzidenzGroteskBE-Super
    /AlbertusMT
    /AlbertusMT-Italic
    /AlbertusMT-Light
    /Aldine401BT-BoldA
    /Aldine401BT-BoldItalicA
    /Aldine401BT-ItalicA
    /Aldine401BT-RomanA
    /Aldine401BTSPL-RomanA
    /Aldine721BT-Bold
    /Aldine721BT-BoldItalic
    /Aldine721BT-Italic
    /Aldine721BT-Light
    /Aldine721BT-LightItalic
    /Aldine721BT-Roman
    /Aldus-Italic
    /Aldus-ItalicOsF
    /Aldus-Roman
    /Aldus-RomanSC
    /AlternateGothicNo2BT-Regular
    /AmazoneBT-Regular
    /AmericanTypewriter-Bold
    /AmericanTypewriter-BoldA
    /AmericanTypewriter-BoldCond
    /AmericanTypewriter-BoldCondA
    /AmericanTypewriter-Cond
    /AmericanTypewriter-CondA
    /AmericanTypewriter-Light
    /AmericanTypewriter-LightA
    /AmericanTypewriter-LightCond
    /AmericanTypewriter-LightCondA
    /AmericanTypewriter-Medium
    /AmericanTypewriter-MediumA
    /Anna
    /AntiqueOlive-Bold
    /AntiqueOlive-Compact
    /AntiqueOlive-Italic
    /AntiqueOlive-Roman
    /Arcadia
    /Arcadia-A
    /Arkona-Medium
    /Arkona-Regular
    /ArrusBT-Black
    /ArrusBT-BlackItalic
    /ArrusBT-Bold
    /ArrusBT-BoldItalic
    /ArrusBT-Italic
    /ArrusBT-Roman
    /AssemblyLightSSK
    /AuroraBT-BoldCondensed
    /AuroraBT-RomanCondensed
    /AuroraOpti-Condensed
    /AvantGarde-Book
    /AvantGarde-BookOblique
    /AvantGarde-Demi
    /AvantGarde-DemiOblique
    /Avenir-Black
    /Avenir-BlackOblique
    /Avenir-Book
    /Avenir-BookOblique
    /Avenir-Heavy
    /Avenir-HeavyOblique
    /Avenir-Light
    /Avenir-LightOblique
    /Avenir-Medium
    /Avenir-MediumOblique
    /Avenir-Oblique
    /Avenir-Roman
    /BaileySansITC-Bold
    /BaileySansITC-BoldItalic
    /BaileySansITC-Book
    /BaileySansITC-BookItalic
    /BakerSignetBT-Roman
    /BaskervilleBE-Italic
    /BaskervilleBE-Medium
    /BaskervilleBE-MediumItalic
    /BaskervilleBE-Regular
    /Baskerville-Bold
    /BaskervilleBook-Italic
    /BaskervilleBook-MedItalic
    /BaskervilleBook-Medium
    /BaskervilleBook-Regular
    /BaskervilleBT-Bold
    /BaskervilleBT-BoldItalic
    /BaskervilleBT-Italic
    /BaskervilleBT-Roman
    /BaskervilleMT
    /BaskervilleMT-Bold
    /BaskervilleMT-BoldItalic
    /BaskervilleMT-Italic
    /BaskervilleMT-SemiBold
    /BaskervilleMT-SemiBoldItalic
    /BaskervilleNo2BT-Bold
    /BaskervilleNo2BT-BoldItalic
    /BaskervilleNo2BT-Italic
    /BaskervilleNo2BT-Roman
    /Baskerville-Normal-Italic
    /BauerBodoni-Black
    /BauerBodoni-BlackCond
    /BauerBodoni-BlackItalic
    /BauerBodoni-Bold
    /BauerBodoni-BoldCond
    /BauerBodoni-BoldItalic
    /BauerBodoni-BoldItalicOsF
    /BauerBodoni-BoldOsF
    /BauerBodoni-Italic
    /BauerBodoni-ItalicOsF
    /BauerBodoni-Roman
    /BauerBodoni-RomanSC
    /Bauhaus-Bold
    /Bauhaus-Demi
    /Bauhaus-Heavy
    /BauhausITCbyBT-Bold
    /BauhausITCbyBT-Heavy
    /BauhausITCbyBT-Light
    /BauhausITCbyBT-Medium
    /Bauhaus-Light
    /Bauhaus-Medium
    /BellCentennial-Address
    /BellGothic-Black
    /BellGothic-Bold
    /Bell-GothicBoldItalicBT
    /BellGothicBT-Bold
    /BellGothicBT-Roman
    /BellGothic-Light
    /Bembo
    /Bembo-Bold
    /Bembo-BoldExpert
    /Bembo-BoldItalic
    /Bembo-BoldItalicExpert
    /Bembo-Expert
    /Bembo-ExtraBoldItalic
    /Bembo-Italic
    /Bembo-ItalicExpert
    /Bembo-Semibold
    /Bembo-SemiboldItalic
    /Benguiat-Bold
    /Benguiat-BoldItalic
    /Benguiat-Book
    /Benguiat-BookItalic
    /BenguiatGothicITCbyBT-Bold
    /BenguiatGothicITCbyBT-BoldItal
    /BenguiatGothicITCbyBT-Book
    /BenguiatGothicITCbyBT-BookItal
    /BenguiatITCbyBT-Bold
    /BenguiatITCbyBT-BoldItalic
    /BenguiatITCbyBT-Book
    /BenguiatITCbyBT-BookItalic
    /Benguiat-Medium
    /Benguiat-MediumItalic
    /Berkeley-Black
    /Berkeley-BlackItalic
    /Berkeley-Bold
    /Berkeley-BoldItalic
    /Berkeley-Book
    /Berkeley-BookItalic
    /Berkeley-Italic
    /Berkeley-Medium
    /Berling-Bold
    /Berling-BoldItalic
    /Berling-Italic
    /Berling-Roman
    /BernhardBoldCondensedBT-Regular
    /BernhardFashionBT-Regular
    /BernhardModernBT-Bold
    /BernhardModernBT-BoldItalic
    /BernhardModernBT-Italic
    /BernhardModernBT-Roman
    /BernhardTangoBT-Regular
    /BlockBE-Condensed
    /BlockBE-ExtraCn
    /BlockBE-ExtraCnIt
    /BlockBE-Heavy
    /BlockBE-Italic
    /BlockBE-Regular
    /Bodoni
    /Bodoni-Bold
    /Bodoni-BoldItalic
    /Bodoni-Italic
    /Bodoni-Poster
    /Bodoni-PosterCompressed
    /Bookman-Demi
    /Bookman-DemiItalic
    /Bookman-Light
    /Bookman-LightItalic
    /Boton-Italic
    /Boton-Medium
    /Boton-MediumItalic
    /Boton-Regular
    /Boulevard
    /BremenBT-Black
    /BremenBT-Bold
    /BroadwayBT-Regular
    /CaflischScript-Bold
    /CaflischScript-Regular
    /Caliban
    /CarminaBT-Bold
    /CarminaBT-BoldItalic
    /CarminaBT-Light
    /CarminaBT-LightItalic
    /CarminaBT-Medium
    /CarminaBT-MediumItalic
    /Carta
    /Caslon224ITCbyBT-Bold
    /Caslon224ITCbyBT-BoldItalic
    /Caslon224ITCbyBT-Book
    /Caslon224ITCbyBT-BookItalic
    /Caslon540BT-Italic
    /Caslon540BT-Roman
    /CaslonBT-Bold
    /CaslonBT-BoldItalic
    /CaslonOpenFace
    /CaslonTwoTwentyFour-Black
    /CaslonTwoTwentyFour-BlackIt
    /CaslonTwoTwentyFour-Bold
    /CaslonTwoTwentyFour-BoldIt
    /CaslonTwoTwentyFour-Book
    /CaslonTwoTwentyFour-BookIt
    /CaslonTwoTwentyFour-Medium
    /CaslonTwoTwentyFour-MediumIt
    /CastleT-Bold
    /CastleT-Book
    /Caxton-Bold
    /Caxton-BoldItalic
    /Caxton-Book
    /Caxton-BookItalic
    /CaxtonBT-Bold
    /CaxtonBT-BoldItalic
    /CaxtonBT-Book
    /CaxtonBT-BookItalic
    /Caxton-Light
    /Caxton-LightItalic
    /CelestiaAntiqua-Ornaments
    /Centennial-BlackItalicOsF
    /Centennial-BlackOsF
    /Centennial-BoldItalicOsF
    /Centennial-BoldOsF
    /Centennial-ItalicOsF
    /Centennial-LightItalicOsF
    /Centennial-LightSC
    /Centennial-RomanSC
    /Century-Bold
    /Century-BoldItalic
    /Century-Book
    /Century-BookItalic
    /CenturyExpandedBT-Bold
    /CenturyExpandedBT-BoldItalic
    /CenturyExpandedBT-Italic
    /CenturyExpandedBT-Roman
    /Century-HandtooledBold
    /Century-HandtooledBoldItalic
    /Century-Light
    /Century-LightItalic
    /CenturyOldStyle-Bold
    /CenturyOldStyle-Italic
    /CenturyOldStyle-Regular
    /CenturySchoolbookBT-Bold
    /CenturySchoolbookBT-BoldCond
    /CenturySchoolbookBT-BoldItalic
    /CenturySchoolbookBT-Italic
    /CenturySchoolbookBT-Roman
    /Century-Ultra
    /Century-UltraItalic
    /CharterBT-Black
    /CharterBT-BlackItalic
    /CharterBT-Bold
    /CharterBT-BoldItalic
    /CharterBT-Italic
    /CharterBT-Roman
    /CheltenhamBT-Bold
    /CheltenhamBT-BoldCondItalic
    /CheltenhamBT-BoldExtraCondensed
    /CheltenhamBT-BoldHeadline
    /CheltenhamBT-BoldItalic
    /CheltenhamBT-BoldItalicHeadline
    /CheltenhamBT-Italic
    /CheltenhamBT-Roman
    /Cheltenham-HandtooledBdIt
    /Cheltenham-HandtooledBold
    /CheltenhamITCbyBT-Bold
    /CheltenhamITCbyBT-BoldItalic
    /CheltenhamITCbyBT-Book
    /CheltenhamITCbyBT-BookItalic
    /Christiana-Bold
    /Christiana-BoldItalic
    /Christiana-Italic
    /Christiana-Medium
    /Christiana-MediumItalic
    /Christiana-Regular
    /Christiana-RegularExpert
    /Christiana-RegularSC
    /Clarendon
    /Clarendon-Bold
    /Clarendon-Light
    /ClassicalGaramondBT-Bold
    /ClassicalGaramondBT-BoldItalic
    /ClassicalGaramondBT-Italic
    /ClassicalGaramondBT-Roman
    /CMR10
    /CMR8
    /CMSY10
    /CMSY8
    /CMTI10
    /CommonBullets
    /ConduitITC-Bold
    /ConduitITC-BoldItalic
    /ConduitITC-Light
    /ConduitITC-LightItalic
    /ConduitITC-Medium
    /ConduitITC-MediumItalic
    /CooperBlack
    /CooperBlack-Italic
    /CooperBT-Bold
    /CooperBT-BoldItalic
    /CooperBT-Light
    /CooperBT-LightItalic
    /CopperplateGothicBT-Bold
    /CopperplateGothicBT-BoldCond
    /CopperplateGothicBT-Heavy
    /CopperplateGothicBT-Roman
    /CopperplateGothicBT-RomanCond
    /Copperplate-ThirtyThreeBC
    /Copperplate-ThirtyTwoBC
    /Coronet-Regular
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Critter
    /CS-Special-font
    /DellaRobbiaBT-Bold
    /DellaRobbiaBT-Roman
    /Della-RobbiaItalicBT
    /Della-RobbiaSCaps
    /Del-NormalSmallCaps
    /Delphin-IA
    /Delphin-IIA
    /Delta-Bold
    /Delta-BoldItalic
    /Delta-Book
    /Delta-BookItalic
    /Delta-Light
    /Delta-LightItalic
    /Delta-Medium
    /Delta-MediumItalic
    /Delta-Outline
    /DextorD
    /DextorOutD
    /DidotLH-OrnamentsOne
    /DidotLH-OrnamentsTwo
    /DINEngschrift
    /DINEngschrift-Alternate
    /DINMittelschrift
    /DINMittelschrift-Alternate
    /DINNeuzeitGrotesk-BoldCond
    /DINNeuzeitGrotesk-Light
    /Dom-CasItalic
    /DomCasual
    /DomCasual-Bold
    /Dom-CasualBT
    /Ehrhard-Italic
    /Ehrhard-Regular
    /EhrhardSemi-Italic
    /EhrhardtMT
    /EhrhardtMT-Italic
    /EhrhardtMT-SemiBold
    /EhrhardtMT-SemiBoldItalic
    /EhrharSemi
    /ELANGO-IB-A03
    /ELANGO-IB-A75
    /ELANGO-IB-A99
    /ElectraLH-Bold
    /ElectraLH-BoldCursive
    /ElectraLH-Cursive
    /ElectraLH-Regular
    /ElGreco
    /EnglischeSchT-Bold
    /EnglischeSchT-Regu
    /ErasContour
    /ErasITCbyBT-Bold
    /ErasITCbyBT-Book
    /ErasITCbyBT-Demi
    /ErasITCbyBT-Light
    /ErasITCbyBT-Medium
    /ErasITCbyBT-Ultra
    /Euclid
    /Euclid-Bold
    /Euclid-BoldItalic
    /EuclidExtra
    /EuclidExtra-Bold
    /EuclidFraktur
    /EuclidFraktur-Bold
    /Euclid-Italic
    /EuclidMathOne
    /EuclidMathOne-Bold
    /EuclidMathTwo
    /EuclidMathTwo-Bold
    /EuclidSymbol
    /EuclidSymbol-Bold
    /EuclidSymbol-BoldItalic
    /EuclidSymbol-Italic
    /EUEX10
    /EUFB10
    /EUFB5
    /EUFB7
    /EUFM10
    /EUFM5
    /EUFM7
    /EURB10
    /EURB5
    /EURB7
    /EURM10
    /EURM5
    /EURM7
    /EuropeanPi-Four
    /EuropeanPi-One
    /EuropeanPi-Three
    /EuropeanPi-Two
    /EuroSans-Bold
    /EuroSans-BoldItalic
    /EuroSans-Italic
    /EuroSans-Regular
    /EuroSerif-Bold
    /EuroSerif-BoldItalic
    /EuroSerif-Italic
    /EuroSerif-Regular
    /Eurostile
    /Eurostile-Bold
    /Eurostile-BoldCondensed
    /Eurostile-BoldExtendedTwo
    /Eurostile-BoldOblique
    /Eurostile-Condensed
    /Eurostile-Demi
    /Eurostile-DemiOblique
    /Eurostile-ExtendedTwo
    /EurostileLTStd-Demi
    /EurostileLTStd-DemiOblique
    /Eurostile-Oblique
    /EUSB10
    /EUSB5
    /EUSB7
    /EUSM10
    /EUSM5
    /EUSM7
    /ExPonto-Regular
    /FairfieldLH-Bold
    /FairfieldLH-BoldItalic
    /FairfieldLH-BoldSC
    /FairfieldLH-CaptionBold
    /FairfieldLH-CaptionHeavy
    /FairfieldLH-CaptionLight
    /FairfieldLH-CaptionMedium
    /FairfieldLH-Heavy
    /FairfieldLH-HeavyItalic
    /FairfieldLH-HeavySC
    /FairfieldLH-Light
    /FairfieldLH-LightItalic
    /FairfieldLH-LightSC
    /FairfieldLH-Medium
    /FairfieldLH-MediumItalic
    /FairfieldLH-MediumSC
    /FairfieldLH-SwBoldItalicOsF
    /FairfieldLH-SwHeavyItalicOsF
    /FairfieldLH-SwLightItalicOsF
    /FairfieldLH-SwMediumItalicOsF
    /Fences
    /Fenice-Bold
    /Fenice-BoldOblique
    /FeniceITCbyBT-Bold
    /FeniceITCbyBT-BoldItalic
    /FeniceITCbyBT-Regular
    /FeniceITCbyBT-RegularItalic
    /Fenice-Light
    /Fenice-LightOblique
    /Fenice-Regular
    /Fenice-RegularOblique
    /Fenice-Ultra
    /Fenice-UltraOblique
    /FlashD-Ligh
    /Flood
    /Folio-Bold
    /Folio-BoldCondensed
    /Folio-ExtraBold
    /Folio-Light
    /Folio-Medium
    /FontanaNDAaOsF
    /FontanaNDAaOsF-Italic
    /FontanaNDCcOsF-Semibold
    /FontanaNDCcOsF-SemiboldIta
    /FontanaNDEeOsF
    /FontanaNDEeOsF-Bold
    /FontanaNDEeOsF-BoldItalic
    /FontanaNDEeOsF-Light
    /FontanaNDEeOsF-Semibold
    /FormalScript421BT-Regular
    /Formata-Bold
    /Formata-MediumCondensed
    /ForteMT
    /FournierMT-Ornaments
    /FrakturBT-Regular
    /FrankfurterHigD
    /FranklinGothic-Book
    /FranklinGothic-BookItal
    /FranklinGothic-BookOblique
    /FranklinGothic-Condensed
    /FranklinGothic-Demi
    /FranklinGothic-DemiItal
    /FranklinGothic-DemiOblique
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItal
    /FranklinGothic-HeavyOblique
    /FranklinGothicITCbyBT-BookItal
    /FranklinGothicITCbyBT-Demi
    /FranklinGothicITCbyBT-DemiItal
    /FranklinGothicITCbyBT-Heavy
    /FranklinGothicITCbyBT-HeavyItal
    /FranklinGothic-Medium
    /FranklinGothic-MediumItal
    /FranklinGothic-Roman
    /Freeform721BT-Bold
    /Freeform721BT-BoldItalic
    /Freeform721BT-Italic
    /Freeform721BT-Roman
    /FreestyleScrD
    /Freestylescript
    /FreestyleScript
    /FrizQuadrataITCbyBT-Bold
    /FrizQuadrataITCbyBT-Roman
    /Frutiger-Black
    /Frutiger-BlackCn
    /Frutiger-BlackItalic
    /Frutiger-Bold
    /Frutiger-BoldCn
    /Frutiger-BoldItalic
    /Frutiger-Cn
    /Frutiger-ExtraBlackCn
    /Frutiger-Italic
    /Frutiger-Light
    /Frutiger-LightCn
    /Frutiger-LightItalic
    /Frutiger-Roman
    /Frutiger-UltraBlack
    /Futura
    /FuturaBlackBT-Regular
    /Futura-Bold
    /Futura-BoldOblique
    /Futura-Book
    /Futura-BookOblique
    /FuturaBT-Bold
    /FuturaBT-BoldCondensed
    /FuturaBT-BoldCondensedItalic
    /FuturaBT-BoldItalic
    /FuturaBT-Book
    /FuturaBT-BookItalic
    /FuturaBT-ExtraBlack
    /FuturaBT-ExtraBlackCondensed
    /FuturaBT-ExtraBlackCondItalic
    /FuturaBT-ExtraBlackItalic
    /FuturaBT-Heavy
    /FuturaBT-HeavyItalic
    /FuturaBT-Light
    /FuturaBT-LightCondensed
    /FuturaBT-LightItalic
    /FuturaBT-Medium
    /FuturaBT-MediumCondensed
    /FuturaBT-MediumItalic
    /Futura-CondensedLight
    /Futura-CondensedLightOblique
    /Futura-ExtraBold
    /Futura-ExtraBoldOblique
    /Futura-Heavy
    /Futura-HeavyOblique
    /Futura-Light
    /Futura-LightOblique
    /Futura-Oblique
    /Futura-Thin
    /Galliard-Black
    /Galliard-BlackItalic
    /Galliard-Bold
    /Galliard-BoldItalic
    /Galliard-Italic
    /GalliardITCbyBT-Bold
    /GalliardITCbyBT-BoldItalic
    /GalliardITCbyBT-Italic
    /GalliardITCbyBT-Roman
    /Galliard-Roman
    /Galliard-Ultra
    /Galliard-UltraItalic
    /Garamond-Antiqua
    /GaramondBE-Bold
    /GaramondBE-BoldExpert
    /GaramondBE-BoldOsF
    /GaramondBE-CnExpert
    /GaramondBE-Condensed
    /GaramondBE-CondensedSC
    /GaramondBE-Italic
    /GaramondBE-ItalicExpert
    /GaramondBE-ItalicOsF
    /GaramondBE-Medium
    /GaramondBE-MediumCn
    /GaramondBE-MediumCnExpert
    /GaramondBE-MediumCnOsF
    /GaramondBE-MediumExpert
    /GaramondBE-MediumItalic
    /GaramondBE-MediumItalicExpert
    /GaramondBE-MediumItalicOsF
    /GaramondBE-MediumSC
    /GaramondBE-Regular
    /GaramondBE-RegularExpert
    /GaramondBE-RegularSC
    /GaramondBE-SwashItalic
    /Garamond-Bold
    /Garamond-BoldCondensed
    /Garamond-BoldCondensedItalic
    /Garamond-BoldItalic
    /Garamond-Book
    /Garamond-BookCondensed
    /Garamond-BookCondensedItalic
    /Garamond-BookItalic
    /Garamond-Halbfett
    /Garamond-HandtooledBold
    /Garamond-HandtooledBoldItalic
    /GaramondITCbyBT-Bold
    /GaramondITCbyBT-BoldCondensed
    /GaramondITCbyBT-BoldCondItalic
    /GaramondITCbyBT-BoldItalic
    /GaramondITCbyBT-BoldNarrow
    /GaramondITCbyBT-BoldNarrowItal
    /GaramondITCbyBT-Book
    /GaramondITCbyBT-BookCondensed
    /GaramondITCbyBT-BookCondItalic
    /GaramondITCbyBT-BookItalic
    /GaramondITCbyBT-BookNarrow
    /GaramondITCbyBT-BookNarrowItal
    /GaramondITCbyBT-Light
    /GaramondITCbyBT-LightCondensed
    /GaramondITCbyBT-LightCondItalic
    /GaramondITCbyBT-LightItalic
    /GaramondITCbyBT-LightNarrow
    /GaramondITCbyBT-LightNarrowItal
    /GaramondITCbyBT-Ultra
    /GaramondITCbyBT-UltraCondensed
    /GaramondITCbyBT-UltraCondItalic
    /GaramondITCbyBT-UltraItalic
    /Garamond-Kursiv
    /Garamond-KursivHalbfett
    /Garamond-Light
    /Garamond-LightCondensed
    /Garamond-LightCondensedItalic
    /Garamond-LightItalic
    /GaramondNo4CyrTCY-Ligh
    /GaramondNo4CyrTCY-LighItal
    /GaramondThree
    /GaramondThree-Bold
    /GaramondThree-BoldItalic
    /GaramondThree-BoldItalicOsF
    /GaramondThree-BoldSC
    /GaramondThree-Italic
    /GaramondThree-ItalicOsF
    /GaramondThree-SC
    /GaramondThreeSMSIISpl-Italic
    /GaramondThreeSMSitalicSpl-Italic
    /GaramondThreeSMSspl
    /GaramondThreespl
    /GaramondThreeSpl-Bold
    /GaramondThreeSpl-Italic
    /Garamond-Ultra
    /Garamond-UltraCondensed
    /Garamond-UltraCondensedItalic
    /Garamond-UltraItalic
    /GarthGraphic
    /GarthGraphic-Black
    /GarthGraphic-Bold
    /GarthGraphic-BoldCondensed
    /GarthGraphic-BoldItalic
    /GarthGraphic-Condensed
    /GarthGraphic-ExtraBold
    /GarthGraphic-Italic
    /Geometric231BT-HeavyC
    /GeometricSlab712BT-BoldA
    /GeometricSlab712BT-ExtraBoldA
    /GeometricSlab712BT-LightA
    /GeometricSlab712BT-LightItalicA
    /GeometricSlab712BT-MediumA
    /GeometricSlab712BT-MediumItalA
    /Giddyup
    /Giddyup-Thangs
    /GillSans
    /GillSans-Bold
    /GillSans-BoldCondensed
    /GillSans-BoldExtraCondensed
    /GillSans-BoldItalic
    /GillSans-Condensed
    /GillSans-ExtraBold
    /GillSans-ExtraBoldDisplay
    /GillSans-Italic
    /GillSans-Light
    /GillSans-LightItalic
    /GillSans-LightShadowed
    /GillSans-Shadowed
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /Gill-Special
    /Giovanni-Bold
    /Giovanni-BoldItalic
    /Giovanni-Book
    /Giovanni-BookItalic
    /Glypha
    /Glypha-Bold
    /Glypha-BoldOblique
    /Glypha-Oblique
    /Gothic-Thirteen
    /Goudy
    /Goudy-Bold
    /Goudy-BoldItalic
    /GoudyCatalogueBT-Regular
    /Goudy-ExtraBold
    /GoudyHandtooledBT-Regular
    /GoudyHeavyfaceBT-Regular
    /GoudyHeavyfaceBT-RegularCond
    /Goudy-Italic
    /GoudyOldStyleBT-Bold
    /GoudyOldStyleBT-BoldItalic
    /GoudyOldStyleBT-ExtraBold
    /GoudyOldStyleBT-Italic
    /GoudyOldStyleBT-Roman
    /GoudySans-Black
    /GoudySans-BlackItalic
    /GoudySans-Bold
    /GoudySans-BoldItalic
    /GoudySans-Book
    /GoudySans-BookItalic
    /GoudySansITCbyBT-Black
    /GoudySansITCbyBT-BlackItalic
    /GoudySansITCbyBT-Bold
    /GoudySansITCbyBT-BoldItalic
    /GoudySansITCbyBT-Light
    /GoudySansITCbyBT-LightItalic
    /GoudySansITCbyBT-Medium
    /GoudySansITCbyBT-MediumItalic
    /GoudySans-Medium
    /GoudySans-MediumItalic
    /Granjon
    /Granjon-Bold
    /Granjon-BoldOsF
    /Granjon-Italic
    /Granjon-ItalicOsF
    /Granjon-SC
    /GreymantleMVB-Ornaments
    /Helvetica
    /Helvetica-Black
    /Helvetica-BlackOblique
    /Helvetica-Black-SemiBold
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Compressed
    /Helvetica-Condensed
    /Helvetica-Condensed-Black
    /Helvetica-Condensed-BlackObl
    /Helvetica-Condensed-Bold
    /Helvetica-Condensed-BoldObl
    /Helvetica-Condensed-Light
    /Helvetica-Condensed-Light-Light
    /Helvetica-Condensed-LightObl
    /Helvetica-Condensed-Oblique
    /Helvetica-Condensed-Thin
    /Helvetica-ExtraCompressed
    /Helvetica-Fraction
    /Helvetica-FractionBold
    /HelveticaInserat-Roman
    /HelveticaInserat-Roman-SemiBold
    /Helvetica-Light
    /Helvetica-LightOblique
    /Helvetica-Narrow
    /Helvetica-Narrow-Bold
    /Helvetica-Narrow-BoldOblique
    /Helvetica-Narrow-Oblique
    /HelveticaNeue-Black
    /HelveticaNeue-BlackCond
    /HelveticaNeue-BlackCondObl
    /HelveticaNeue-BlackExt
    /HelveticaNeue-BlackExtObl
    /HelveticaNeue-BlackItalic
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldCond
    /HelveticaNeue-BoldCondObl
    /HelveticaNeue-BoldExt
    /HelveticaNeue-BoldExtObl
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-ExtBlackCond
    /HelveticaNeue-ExtBlackCondObl
    /HelveticaNeue-Extended
    /HelveticaNeue-ExtendedObl
    /HelveticaNeue-Heavy
    /HelveticaNeue-HeavyCond
    /HelveticaNeue-HeavyCondObl
    /HelveticaNeue-HeavyExt
    /HelveticaNeue-HeavyExtObl
    /HelveticaNeue-HeavyItalic
    /HelveticaNeue-Italic
    /HelveticaNeue-Light
    /HelveticaNeue-LightCond
    /HelveticaNeue-LightCondObl
    /HelveticaNeue-LightExt
    /HelveticaNeue-LightExtObl
    /HelveticaNeue-LightItalic
    /HelveticaNeueLTStd-Md
    /HelveticaNeueLTStd-MdIt
    /HelveticaNeue-Medium
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-MediumExt
    /HelveticaNeue-MediumExtObl
    /HelveticaNeue-MediumItalic
    /HelveticaNeue-Roman
    /HelveticaNeue-Thin
    /HelveticaNeue-ThinCond
    /HelveticaNeue-ThinCondObl
    /HelveticaNeue-ThinItalic
    /HelveticaNeue-UltraLigCond
    /HelveticaNeue-UltraLigCondObl
    /HelveticaNeue-UltraLigExt
    /HelveticaNeue-UltraLigExtObl
    /HelveticaNeue-UltraLight
    /HelveticaNeue-UltraLightItal
    /Helvetica-Oblique
    /Helvetica-UltraCompressed
    /HelvExtCompressed
    /HelvLight
    /HelvUltCompressed
    /Humanist521BT-Bold
    /Humanist521BT-BoldCondensed
    /Humanist521BT-BoldItalic
    /Humanist521BT-ExtraBold
    /Humanist521BT-Italic
    /Humanist521BT-Light
    /Humanist521BT-LightItalic
    /Humanist521BT-Roman
    /Humanist521BT-RomanCondensed
    /Humanist521BT-UltraBold
    /Humanist521BT-XtraBoldCondensed
    /Humanist531BT-BlackA
    /Humanist531BT-BoldA
    /Humanist531BT-RomanA
    /Humanist531BT-UltraBlackA
    /Humanist777BT-BlackB
    /Humanist777BT-BlackCondensedB
    /Humanist777BT-BlackItalicB
    /Humanist777BT-BoldB
    /Humanist777BT-BoldCondensedB
    /Humanist777BT-BoldItalicB
    /Humanist777BT-ExtraBlackB
    /Humanist777BT-ExtraBlackCondB
    /Humanist777BT-ItalicB
    /Humanist777BT-LightB
    /Humanist777BT-LightCondensedB
    /Humanist777BT-LightItalicB
    /Humanist777BT-RomanB
    /Humanist777BT-RomanCondensedB
    /Humanist970BT-BoldC
    /Humanist970BT-RomanC
    /HumanistSlabserif712BT-Black
    /HumanistSlabserif712BT-Bold
    /HumanistSlabserif712BT-Italic
    /HumanistSlabserif712BT-Roman
    /ICMEX10
    /ICMMI8
    /ICMSY8
    /ICMTT8
    /Iglesia-Light
    /ILASY8
    /ILCMSS8
    /ILCMSSB8
    /ILCMSSI8
    /Imago-Book
    /Imago-BookItalic
    /Imago-ExtraBold
    /Imago-ExtraBoldItalic
    /Imago-Light
    /Imago-LightItalic
    /Imago-Medium
    /Imago-MediumItalic
    /Industria-Inline
    /Industria-InlineA
    /Industria-Solid
    /Industria-SolidA
    /Insignia
    /Insignia-A
    /IPAExtras
    /IPAHighLow
    /IPAKiel
    /IPAKielSeven
    /IPAsans
    /ITCGaramondMM
    /ITCGaramondMM-It
    /JAKEOpti-Regular
    /JansonText-Bold
    /JansonText-BoldItalic
    /JansonText-Italic
    /JansonText-Roman
    /JansonText-RomanSC
    /JoannaMT
    /JoannaMT-Bold
    /JoannaMT-BoldItalic
    /JoannaMT-Italic
    /Juniper
    /KabelITCbyBT-Book
    /KabelITCbyBT-Demi
    /KabelITCbyBT-Medium
    /KabelITCbyBT-Ultra
    /Kaufmann
    /Kaufmann-Bold
    /KeplMM-Or2
    /KisBT-Italic
    /KisBT-Roman
    /KlangMT
    /Kuenstler480BT-Black
    /Kuenstler480BT-Bold
    /Kuenstler480BT-BoldItalic
    /Kuenstler480BT-Italic
    /Kuenstler480BT-Roman
    /KunstlerschreibschD-Bold
    /KunstlerschreibschD-Medi
    /Lapidary333BT-Black
    /Lapidary333BT-Bold
    /Lapidary333BT-BoldItalic
    /Lapidary333BT-Italic
    /Lapidary333BT-Roman
    /LASY10
    /LASY5
    /LASY6
    /LASY7
    /LASY8
    /LASY9
    /LASYB10
    /LatinMT-Condensed
    /LCIRCLE10
    /LCIRCLEW10
    /LCMSS8
    /LCMSSB8
    /LCMSSI8
    /LDecorationPi-One
    /LDecorationPi-Two
    /Leawood-Black
    /Leawood-BlackItalic
    /Leawood-Bold
    /Leawood-BoldItalic
    /Leawood-Book
    /Leawood-BookItalic
    /Leawood-Medium
    /Leawood-MediumItalic
    /LegacySans-Bold
    /LegacySans-BoldItalic
    /LegacySans-Book
    /LegacySans-BookItalic
    /LegacySans-Medium
    /LegacySans-MediumItalic
    /LegacySans-Ultra
    /LegacySerif-Bold
    /LegacySerif-BoldItalic
    /LegacySerif-Book
    /LegacySerif-BookItalic
    /LegacySerif-Medium
    /LegacySerif-MediumItalic
    /LegacySerif-Ultra
    /LetterGothic
    /LetterGothic-Bold
    /LetterGothic-BoldSlanted
    /LetterGothic-Slanted
    /Life-Bold
    /Life-Italic
    /Life-Roman
    /LINE10
    /LINEW10
    /Linotext
    /Lithos-Black
    /LithosBold
    /Lithos-Bold
    /Lithos-Regular
    /LOGO10
    /LOGO8
    /LOGO9
    /LOGOBF10
    /LOGOSL10
    /LOMD-Normal
    /LubalinGraph-Book
    /LubalinGraph-BookOblique
    /LubalinGraph-Demi
    /LubalinGraph-DemiOblique
    /LucidaHandwritingItalic
    /LucidaMath-Symbol
    /LucidaSansTypewriter
    /LucidaSansTypewriter-Bd
    /LucidaSansTypewriter-BdObl
    /LucidaSansTypewriter-Obl
    /LucidaTypewriter
    /LucidaTypewriter-Bold
    /LucidaTypewriter-BoldObl
    /LucidaTypewriter-Obl
    /LydianBT-Bold
    /LydianBT-BoldItalic
    /LydianBT-Italic
    /LydianBT-Roman
    /LydianCursiveBT-Regular
    /Machine
    /Machine-Bold
    /Marigold
    /MathematicalPi-Five
    /MathematicalPi-Four
    /MathematicalPi-One
    /MathematicalPi-Six
    /MathematicalPi-Three
    /MathematicalPi-Two
    /MatrixScriptBold
    /MatrixScriptBoldLin
    /MatrixScriptBook
    /MatrixScriptBookLin
    /MatrixScriptRegular
    /MatrixScriptRegularLin
    /Melior
    /Melior-Bold
    /Melior-BoldItalic
    /Melior-Italic
    /MercuriusCT-Black
    /MercuriusCT-BlackItalic
    /MercuriusCT-Light
    /MercuriusCT-LightItalic
    /MercuriusCT-Medium
    /MercuriusCT-MediumItalic
    /MercuriusMT-BoldScript
    /Meridien-Bold
    /Meridien-BoldItalic
    /Meridien-Italic
    /Meridien-Medium
    /Meridien-MediumItalic
    /Meridien-Roman
    /Minion-Black
    /Minion-Bold
    /Minion-BoldCondensed
    /Minion-BoldCondensedItalic
    /Minion-BoldItalic
    /Minion-Condensed
    /Minion-CondensedItalic
    /Minion-DisplayItalic
    /Minion-DisplayRegular
    /MinionExp-Italic
    /MinionExp-Semibold
    /MinionExp-SemiboldItalic
    /Minion-Italic
    /Minion-Ornaments
    /Minion-Regular
    /Minion-Semibold
    /Minion-SemiboldItalic
    /MonaLisa-Recut
    /MrsEavesAllPetiteCaps
    /MrsEavesAllSmallCaps
    /MrsEavesBold
    /MrsEavesFractions
    /MrsEavesItalic
    /MrsEavesPetiteCaps
    /MrsEavesRoman
    /MrsEavesRomanLining
    /MrsEavesSmallCaps
    /MSAM10
    /MSAM10A
    /MSAM5
    /MSAM6
    /MSAM7
    /MSAM8
    /MSAM9
    /MSBM10
    /MSBM10A
    /MSBM5
    /MSBM6
    /MSBM7
    /MSBM8
    /MSBM9
    /MTEX
    /MTEXB
    /MTEXH
    /MTGU
    /MTGUB
    /MTMI
    /MTMIB
    /MTMIH
    /MTMS
    /MTMSB
    /MTMUB
    /MTMUH
    /MTSY
    /MTSYB
    /MTSYH
    /MTSYN
    /MusicalSymbols-Normal
    /Myriad-Bold
    /Myriad-BoldItalic
    /Myriad-CnBold
    /Myriad-CnBoldItalic
    /Myriad-CnItalic
    /Myriad-CnSemibold
    /Myriad-CnSemiboldItalic
    /Myriad-Condensed
    /Myriad-Italic
    /MyriadMM
    /MyriadMM-It
    /Myriad-Roman
    /Myriad-Sketch
    /Myriad-Tilt
    /NeuzeitS-Book
    /NeuzeitS-BookHeavy
    /NewBaskerville-Bold
    /NewBaskerville-BoldItalic
    /NewBaskerville-Italic
    /NewBaskervilleITCbyBT-Bold
    /NewBaskervilleITCbyBT-BoldItal
    /NewBaskervilleITCbyBT-Italic
    /NewBaskervilleITCbyBT-Roman
    /NewBaskerville-Roman
    /NewCaledonia
    /NewCaledonia-Black
    /NewCaledonia-BlackItalic
    /NewCaledonia-Bold
    /NewCaledonia-BoldItalic
    /NewCaledonia-BoldItalicOsF
    /NewCaledonia-BoldSC
    /NewCaledonia-Italic
    /NewCaledonia-ItalicOsF
    /NewCaledonia-SC
    /NewCaledonia-SemiBold
    /NewCaledonia-SemiBoldItalic
    /NewCenturySchlbk-Bold
    /NewCenturySchlbk-BoldItalic
    /NewCenturySchlbk-Italic
    /NewCenturySchlbk-Roman
    /NewsGothic
    /NewsGothic-Bold
    /NewsGothic-BoldOblique
    /NewsGothicBT-Bold
    /NewsGothicBT-BoldCondensed
    /NewsGothicBT-BoldCondItalic
    /NewsGothicBT-BoldExtraCondensed
    /NewsGothicBT-BoldItalic
    /NewsGothicBT-Demi
    /NewsGothicBT-DemiItalic
    /NewsGothicBT-ExtraCondensed
    /NewsGothicBT-Italic
    /NewsGothicBT-ItalicCondensed
    /NewsGothicBT-Light
    /NewsGothicBT-LightItalic
    /NewsGothicBT-Roman
    /NewsGothicBT-RomanCondensed
    /NewsGothic-Oblique
    /New-Symbol
    /NovareseITCbyBT-Bold
    /NovareseITCbyBT-BoldItalic
    /NovareseITCbyBT-Book
    /NovareseITCbyBT-BookItalic
    /Nueva-BoldExtended
    /Nueva-Roman
    /NuptialScript
    /OceanSansMM
    /OceanSansMM-It
    /OfficinaSans-Bold
    /OfficinaSans-BoldItalic
    /OfficinaSans-Book
    /OfficinaSans-BookItalic
    /OfficinaSerif-Bold
    /OfficinaSerif-BoldItalic
    /OfficinaSerif-Book
    /OfficinaSerif-BookItalic
    /OnyxMT
    /Optima
    /Optima-Bold
    /Optima-BoldItalic
    /Optima-BoldOblique
    /Optima-ExtraBlack
    /Optima-ExtraBlackItalic
    /Optima-Italic
    /Optima-Oblique
    /OSPIRE-Plain
    /OttaIA
    /Otta-wa
    /Ottawa-BoldA
    /OttawaPSMT
    /Oxford
    /Palatino-Bold
    /Palatino-BoldItalic
    /Palatino-Italic
    /Palatino-Roman
    /Parisian
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PhotinaMT
    /PhotinaMT-Bold
    /PhotinaMT-BoldItalic
    /PhotinaMT-Italic
    /PhotinaMT-SemiBold
    /PhotinaMT-SemiBoldItalic
    /PhotinaMT-UltraBold
    /PhotinaMT-UltraBoldItalic
    /Plantin
    /Plantin-Bold
    /Plantin-BoldItalic
    /Plantin-Italic
    /Plantin-Light
    /Plantin-LightItalic
    /Plantin-Semibold
    /Plantin-SemiboldItalic
    /Poetica-ChanceryI
    /Poetica-SuppLowercaseEndI
    /PopplLaudatio-Italic
    /PopplLaudatio-Medium
    /PopplLaudatio-MediumItalic
    /PopplLaudatio-Regular
    /ProseAntique-Bold
    /ProseAntique-Normal
    /QuaySansEF-Black
    /QuaySansEF-BlackItalic
    /QuaySansEF-Book
    /QuaySansEF-BookItalic
    /QuaySansEF-Medium
    /QuaySansEF-MediumItalic
    /Quorum-Black
    /Quorum-Bold
    /Quorum-Book
    /Quorum-Light
    /Quorum-Medium
    /Raleigh
    /Raleigh-Bold
    /Raleigh-DemiBold
    /Raleigh-Medium
    /Revival565BT-Bold
    /Revival565BT-BoldItalic
    /Revival565BT-Italic
    /Revival565BT-Roman
    /Ribbon131BT-Bold
    /Ribbon131BT-Regular
    /RMTMI
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Italic
    /Rockwell-Light
    /Rockwell-LightItalic
    /RotisSansSerif
    /RotisSansSerif-Bold
    /RotisSansSerif-ExtraBold
    /RotisSansSerif-Italic
    /RotisSansSerif-Light
    /RotisSansSerif-LightItalic
    /RotisSemiSans
    /RotisSemiSans-Bold
    /RotisSemiSans-ExtraBold
    /RotisSemiSans-Italic
    /RotisSemiSans-Light
    /RotisSemiSans-LightItalic
    /RotisSemiSerif
    /RotisSemiSerif-Bold
    /RotisSerif
    /RotisSerif-Bold
    /RotisSerif-Italic
    /RunicMT-Condensed
    /Sabon-Bold
    /Sabon-BoldItalic
    /Sabon-Italic
    /Sabon-Roman
    /SackersGothicLight
    /SackersGothicLightAlt
    /SackersItalianScript
    /SackersItalianScriptAlt
    /Sam
    /Sanvito-Light
    /SanvitoMM
    /Sanvito-Roman
    /Semitica
    /Semitica-Italic
    /SIVAMATH
    /Siva-Special
    /SMS-SPELA
    /Souvenir-Demi
    /Souvenir-DemiItalic
    /SouvenirITCbyBT-Demi
    /SouvenirITCbyBT-DemiItalic
    /SouvenirITCbyBT-Light
    /SouvenirITCbyBT-LightItalic
    /Souvenir-Light
    /Souvenir-LightItalic
    /SpecialAA
    /Special-Gali
    /Sp-Sym
    /StempelGaramond-Bold
    /StempelGaramond-BoldItalic
    /StempelGaramond-Italic
    /StempelGaramond-Roman
    /StoneSans
    /StoneSans-Bold
    /StoneSans-BoldItalic
    /StoneSans-Italic
    /StoneSans-PhoneticAlternate
    /StoneSans-PhoneticIPA
    /StoneSans-Semibold
    /StoneSans-SemiboldItalic
    /StoneSerif
    /StoneSerif-Italic
    /StoneSerif-PhoneticAlternate
    /StoneSerif-PhoneticIPA
    /StoneSerif-Semibold
    /StoneSerif-SemiboldItalic
    /Swiss721BT-Black
    /Swiss721BT-BlackCondensed
    /Swiss721BT-BlackCondensedItalic
    /Swiss721BT-BlackExtended
    /Swiss721BT-BlackItalic
    /Swiss721BT-BlackOutline
    /Swiss721BT-BlackRounded
    /Swiss721BT-Bold
    /Swiss721BT-BoldCondensed
    /Swiss721BT-BoldCondensedItalic
    /Swiss721BT-BoldCondensedOutline
    /Swiss721BT-BoldExtended
    /Swiss721BT-BoldItalic
    /Swiss721BT-BoldOutline
    /Swiss721BT-BoldRounded
    /Swiss721BT-Heavy
    /Swiss721BT-HeavyItalic
    /Swiss721BT-Italic
    /Swiss721BT-ItalicCondensed
    /Swiss721BT-Light
    /Swiss721BT-LightCondensed
    /Swiss721BT-LightCondensedItalic
    /Swiss721BT-LightExtended
    /Swiss721BT-LightItalic
    /Swiss721BT-Medium
    /Swiss721BT-MediumItalic
    /Swiss721BT-Roman
    /Swiss721BT-RomanCondensed
    /Swiss721BT-RomanExtended
    /Swiss721BT-Thin
    /Swiss721BT-ThinItalic
    /Swiss921BT-RegularA
    /Symbol
    /Syntax-Black
    /Syntax-Bold
    /Syntax-Italic
    /Syntax-Roman
    /Syntax-UltraBlack
    /Tekton
    /Times-Bold
    /Times-BoldA
    /Times-BoldItalic
    /Times-BoldOblique
    /Times-Italic
    /Times-NewRoman
    /Times-NewRomanBold
    /Times-Oblique
    /Times-PhoneticAlternate
    /Times-PhoneticIPA
    /Times-Roman
    /Times-RomanSmallCaps
    /Times-Sc
    /Times-SCB
    /Times-special
    /TimesTenGreekP-Upright
    /TradeGothic
    /TradeGothic-Bold
    /TradeGothic-BoldCondTwenty
    /TradeGothic-BoldCondTwentyObl
    /TradeGothic-BoldOblique
    /TradeGothic-BoldTwo
    /TradeGothic-BoldTwoOblique
    /TradeGothic-CondEighteen
    /TradeGothic-CondEighteenObl
    /TradeGothicLH-BoldExtended
    /TradeGothicLH-Extended
    /TradeGothic-Light
    /TradeGothic-LightOblique
    /TradeGothic-Oblique
    /Trajan-Bold
    /TrajanPro-Bold
    /TrajanPro-Regular
    /Trajan-Regular
    /Transitional521BT-BoldA
    /Transitional521BT-CursiveA
    /Transitional521BT-RomanA
    /Transitional551BT-MediumB
    /Transitional551BT-MediumItalicB
    /Univers
    /Universal-GreekwithMathPi
    /Universal-NewswithCommPi
    /Univers-BlackExt
    /Univers-BlackExtObl
    /Univers-Bold
    /Univers-BoldExt
    /Univers-BoldExtObl
    /Univers-BoldOblique
    /Univers-Condensed
    /Univers-CondensedBold
    /Univers-CondensedBoldOblique
    /Univers-CondensedOblique
    /Univers-Extended
    /Univers-ExtendedObl
    /Univers-ExtraBlackExt
    /Univers-ExtraBlackExtObl
    /Univers-Light
    /Univers-LightOblique
    /UniversLTStd-Black
    /UniversLTStd-BlackObl
    /Univers-Oblique
    /Utopia-Black
    /Utopia-BlackOsF
    /Utopia-Bold
    /Utopia-BoldItalic
    /Utopia-Italic
    /Utopia-Ornaments
    /Utopia-Regular
    /Utopia-Semibold
    /Utopia-SemiboldItalic
    /VAGRounded-Black
    /VAGRounded-Bold
    /VAGRounded-Light
    /VAGRounded-Thin
    /Viva-BoldExtraExtended
    /Viva-Regular
    /Weidemann-Black
    /Weidemann-BlackItalic
    /Weidemann-Bold
    /Weidemann-BoldItalic
    /Weidemann-Book
    /Weidemann-BookItalic
    /Weidemann-Medium
    /Weidemann-MediumItalic
    /WindsorBT-Elongated
    /WindsorBT-Light
    /WindsorBT-LightCondensed
    /WindsorBT-Roman
    /Wingdings-Regular
    /WNCYB10
    /WNCYI10
    /WNCYR10
    /WNCYSC10
    /WNCYSS10
    /WoodtypeOrnaments-One
    /WoodtypeOrnaments-Two
    /ZapfCalligraphic801BT-Bold
    /ZapfCalligraphic801BT-BoldItal
    /ZapfCalligraphic801BT-Italic
    /ZapfCalligraphic801BT-Roman
    /ZapfChanceryITCbyBT-Bold
    /ZapfChanceryITCbyBT-Demi
    /ZapfChanceryITCbyBT-Medium
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingbats
    /ZapfDingbatsITCbyBT-Regular
    /ZapfElliptical711BT-Bold
    /ZapfElliptical711BT-BoldItalic
    /ZapfElliptical711BT-Italic
    /ZapfElliptical711BT-Roman
    /ZapfHumanist601BT-Bold
    /ZapfHumanist601BT-BoldItalic
    /ZapfHumanist601BT-Demi
    /ZapfHumanist601BT-DemiItalic
    /ZapfHumanist601BT-Italic
    /ZapfHumanist601BT-Roman
    /ZapfHumanist601BT-Ultra
    /ZapfHumanist601BT-UltraItalic
    /ZurichBT-Black
    /ZurichBT-BlackExtended
    /ZurichBT-BlackItalic
    /ZurichBT-Bold
    /ZurichBT-BoldCondensed
    /ZurichBT-BoldCondensedItalic
    /ZurichBT-BoldExtended
    /ZurichBT-BoldExtraCondensed
    /ZurichBT-BoldItalic
    /ZurichBT-ExtraBlack
    /ZurichBT-ExtraCondensed
    /ZurichBT-Italic
    /ZurichBT-ItalicCondensed
    /ZurichBT-Light
    /ZurichBT-LightCondensed
    /ZurichBT-LightCondensedItalic
    /ZurichBT-LightExtraCondensed
    /ZurichBT-LightItalic
    /ZurichBT-Roman
    /ZurichBT-RomanCondensed
    /ZurichBT-RomanExtended
    /ZurichBT-UltraBlackExtended
  ]
  /NeverEmbed [ true
    /TimesNewRomanPS
    /TimesNewRomanPS-Bold
    /TimesNewRomanPS-BoldItalic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-Italic
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (Use these settings for creating PDF files for submission to The Sheridan Press. These settings configured for Acrobat v6.0 08/06/03.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




