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Abstract— This paper proposesa real-time, robust and ef�-
cient 3D model-basedtracking algorithm for visual servoing.
A virtual visual servoing approach is used for monocular
3D tracking. This method is similar to more classical non-
linear pose computation techniques. A concise method for
derivation of ef�cient distance-to-contourinteraction matrices
is described. An oriented edge detector is used in order to
provide real-time tracking of points normal to the object
contours.Robustnessis obtainedby integrating a M-estimator
into the virtual visual control law via an iterati vely re-
weightedleastsquaresimplementation. The methodpresented
in this paper has been validated on several 2D 1/2 visual
servoing experiments considering various objects. Results
show the method to be robust to occlusion, changes in
illumination and miss-tracking.

I. INTRODUCTION

This paper addresses the problem of robust real-time
model-based tracking of 3D objects by employing virtual
visual servoing techniques. This fundamental vision prob-
lem has applications in many domains ranging from visual
servoing [14], [8], [12] to medical imaging and robotics
or industrial applications. Most of the available tracking
techniques can be divided into two main classes: feature-
based and model-based. The former approach focuses on
tracking 2D features such as geometrical primitives (points,
segments, circles,. . . ), object contours [15], regions of
interest [10]. . . The latter explicitly uses a model of the
tracked objects. This can be a CAD model [9], [17], [19],
[7] or a 2D template of the object [16]. This second class
of methods usually provides a more robust solution. The
main advantage of the model-based methods is that the
knowledge about the scene (the implicit 3D information)
allows improvement of robustness and performance by
being able to predict hidden movement of the object, detect
partial occlusions and acts to reduce the effects of outlier
data introduced in the tracking process. In this paper a
model-based algorithm is proposed for the tracking of 3D
objects whose CAD model is known.

This study focuses on the registration techniques that
allow alignment of real and virtual worlds using images
acquired in real-time by a moving camera. In the related
computer vision literature geometric primitives considered
for the estimation are often points [11







The interaction matrix related to a straight line is given by
(see [8] for its complete derivation):
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where �� = (A2 sin � −B2 cos �)=D2, �� = (A2� cos � +
B2� sin � + C2)=D2, and A2X + B2Y + C2Z +D2 = 0
is the equation of a 3D plane which the line belongs to.

By evaluating (14) the following is obtained:
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where �dl
= �� + ��� .

Note that the case of a distance between a point and
the projection of a cylinder or a portion of an ellipse is
similar [3].

B. Tracking visual features

When dealing with low-level image processing, the
object model is projected onto the image and the contours
are sampled at a regular distance. At these sample points
a 1 dimensional search is performed to the normal of
the contour for corresponding edges. An orientedgradient
mask [1] is used to detect the presence of a similar contour.
One of the advantages of this method is that it only
searches for edges which are aligned in the same direction
as the parent contour. An array of 180 masks is generated
off-line which is indexed according to the contour angle.
This is therefore implemented with convolution efficiency,
and leads to real-time performance.

More precisely, the process consists of searching for the
corresponding point pt+1 in image It+1 for each point pt

(see Figure 2). A 1D search






