


valuable information for advanced safety 
functionalities. 

The European Robotic Arm (ERA) already 
performs insertion tasks using vision, however, it 
requires a specific visual target to process the position 
of the objects to grasp. In the case of the EUROBOT, it 
is not possible to put a target on every single object. 
Vision has therefore to cope with non-cooperative 
objects, i.e. objects that are not equipped with optical 
markers. 

The use of vision in space has to tackle several 
specific problems and in particular the extreme light 
difference in images. This means that direct sunlight 
makes objects appear very bright while shadows are 
totally dark. Vision algorithms must be very robust in 
coping with effect of shadows moving in the imaged 
scene to allow safe and stable manipulation at anytime. 
Another major space problem is lack of computing 
power for processing images. Resource (i.e. energy, 
volume, mass) and environmental constraints (i.e. 
thermal dissipation, radiation compatibility) limit 
performance of computers that may be used in space. 

In this framework, the main objectives of the 
VIMANCO activity are first, to define a Vision System 
Architecture applicable to EUROBOT taking into 
account the characteristics of the EUROBOT 
environment and the applicability of the vision 
techniques to the EUROBOT operations, second to 
implement a Vision Software Library allowing Vision 
Control for Space Robots and finally to breadboard the 
specific HW/SW and to demonstrate it on the ESTEC 
EUROBOT testbed.  

 

 
Figure 1: For Vision Based Manipulation of a non-
cooperative object three steps are required: Object 
Recognition, Object Tracking and Visual Servoing 

 

 

 

  

   

 
Figure 2: VIMANCO system architecture 

 
To meet the Vision Control objectives, various steps 

are then required: first the object of interest has to be 
detected and recognized in the image acquired by the 
camera. This recognition step must also provide a 
coarse localization of the object in both 2D and 3D 
with respect to the camera. Usually this recognition 
step is time consuming and the result of the localization 
is not precise enough to be considered for controlling 
the robot. Therefore we propose to consider a tracking 
process. Once the object is known, it is possible to 
track it, over frames and at video rate, using 3D model-
based tracking algorithms. These algorithms can use a 
unique camera but can also consider stereo with small 
or wide baseline. Finally the output of this algorithm 
(precise 2D and 3D localization) can be used to control 
the movement of the robot according to a predefined 
task. We now describe the three different steps. 

Figure 2 illustrates the global VIMANCO system 
design. It is composed by:  
� The Vision System. It consists of a stereo pair of 

cameras attached on a mechanical support and two 
independent cameras. The stereo camera and each 
of the two independent cameras dispose an 
illumination device. 

� The Vision System Simulator. It is a 3D graphic 
tool used to reconstruct the robotic system and its 
environment to produce virtual images. It 
simulates as faithful as possible the Vision System 
mounted on the targeted robotic system.  

� The Vision Processing and Object Recognition 
Library. It implements all functionality needed for 
Object Recognition, Object Tracking and Visual 
Servoing. It provides also the means to control 
their execution and to communicate with the other 
systems.  



component consists of matches between features, i.e. 
2D-2D correspondences. These results can contain 
mismatches, while other (correct) matches might have 
been missed. This can be ameliorated by the 
Verification component, which will output its result in 
the form of matches between 3D coordinates (found by 
the Assign 3D Coordinates component in the pre-
processing phase) and 2D coordinates (of the features 
extracted in the target image. These 3D-2D 
correspondences can be used to compute an 
initialization of the camera pose w.r.t. the object. 
The data flow is clear from Figure 4. Features and 
feature descriptors are extracted from the target image 
and are matched to the model features, i.e. the features 
extracted in the model images during the off-line 
training phase. The resulting 2D-2D correspondences 
are checked in the verification step to yield 3D-2D 
correspondences. 
 

4. Object Tracking 
 

Elaboration of object tracking algorithms in image 
sequences is an important issue for applications related 
to robot vision based control or  visual servoing and 
more generally for robot vision. A robust extraction 
and real-time spatio-temporal tracking process of visual 
cue is indeed one of the keys to success of a visual 
servoing task. To consider visual servoing this spatial 
robotics context, it is fundamental to handle “natural” 
scenes without any fiducial markers but with complex 
and non cooperative objects in various illumination 
conditions. The goal of object tracking is then to 
determine the position in every image acquired by a 
camera of particular object (which has been previously 
recognized). This position may be defined in the image 
space (we then have a 2D tracking algorithm) or in 3D 
with respect to the camera or to a world frame (we then 
have a 3D tracking algorithm). Note that when a 3D 
localization is available, then the 2D position is also 
available.  

In our work 3D model-based tracking is used since 
it is usually more robust and it is then more suitable for 
the considered application. Furthermore such algorithm 
provides both 2D and 3D localization of the tracked 
object and it is then very suitable for any kind of 
vision-based control algorithms. 

In particular, the Object Tracking component allows 
the localisation, at video rate, of a given object, by 
using for each frame one (or more) current image(s) of 
this object acquired by one (or more) camera(s), a 
CAD model of the considered object and its previous 
localisation. The pose estimation is based on the robust 
virtual visual servoing technique in which the visual 

features are the distances between the object contour 
and the current set of extracted points. In practice, a 
virtual camera is moved from the previously 
determined pose to a pose where the projected contour 
of the object matches the set of extracted points. At 
convergence, the current pose of the camera gives the 
pose of the object. 

The used control law is very similar to the one used 
in the Visual Servoing component, excepted that a 
robust estimator is directly included into the control 
law in order to correctly reject potential outliers and to 
estimate the pose of the tracked object with a good 
precision. 

Figure 5 illustrates the block diagram of the Object 
Tracking algorithm.  

 
Figure 5: Object Tracking component 

 

5. Visual Servoing 
 

Basically, vision-based robot control or visual 
servoing techniques consist in using the data provided 
by one or several cameras in order to control the 
motions of a dynamic system. Such systems are usually 
robot arms, or mobile robots, but can also be virtual 
robots, or even a virtual camera. A large variety of 
positioning tasks, or mobile target tracking, can be 
implemented by controlling from one to all the n 
degrees of freedom of the system. Whatever the sensor 
configuration, which can vary from one on-board 
camera on the robot end-effector to several free-
standing cameras, a set of k measurements has to be 
selected at best, allowing controlling the m degrees of 
freedom desired. A control law has also to be designed 
so that these measurements s(t) reach a desired 
value s*, defining a correct realization of the task. A 
desired trajectory s*(t) can also be tracked. The control 
principle is thus to regulate to zero the error vector s(t)-
s*(t) . With a vision sensor providing 2D 
measurements, potential visual features are numerous, 
since as well 2D data (coordinates of feature points in 
the image, moments, ...) as 3D data provided by a  
localization algorithm exploiting the extracted 2D 
features can be considered. It is also possible to 



combine 2D and 3D visual features to take the 
advantages of each approach while avoiding their 
respective drawbacks. Figure 6 illustrates the block 
diagram of the Visual Servoing algorithm. 

If the task is specified as a 3D displacement in the 
robot end-effector frame (called after the hand), or as a 
pose between the hand or the camera and the observed 
object, an accurate calibration of the camera and of the 
eye-hand pose has to be performed, so that the task can 
be expressed as an accurate pose to reach between the 
camera and the object. 

A coarse camera and eye-hand calibration is 
sufficient in the case where the task is specified as a 
particular position of the object in the image. In 
practice, this can be obtained using an off-line teaching 
by showing step where the end-effector is moved once 
at its desired position with respect to the object and the 
corresponding image is stored. In that case, the data 
extracted from the vision sensor will be biased due to 
the calibration errors, but the robustness of the visual 
servoing with respect to calibration errors will allow to 
move accurately the arm so that the final image 
corresponds to the desired one, ensuring a correct 
realization of the task. 

 

 
Figure 6: Visual Servoing component 

 

6. The Vision System 
 

The Vision System supports the characterisation of 
the object-recognition and the visual servoing 
algorithms developed in this activity. Since the system 
is meant as a tool for EUROBOT, the Vision System 
mimics the EUROBOT setup. 

We consider a camera-setup as shown in Figure 7: a 
stereo pair of digital cameras attached on a mechanical 
support and two independent digital cameras to be 
attached to the end effector of two of the EUROBOT 
testbed arms. In order to match as perfectly as possible 
the ideal illumination characteristics of the cameras, the 
stereo pair and each independent camera will be 
provided with an individually regulated illumination 
sub-system, consisting of hallogen head-lights.  

 
Figure 7: The VIMANCO arm camera vision system 

 
7. Vision System Simulator 
 

The development and the validation of the vision 
algorithms that implement the previous objectives 
requires images at each new robot position as input and 
a robot to execute the required control output. 
Disposing such a hardware configuration for the 
development and the first tuning of the algorithms is 
impracticable since very time consuming: a vision 
simulator that provides the possibility first to produce 
realistic virtual images from a synthetic environment 
and second to control a simulated robot in this 
environment has been developed and integrated for 
testing and tuning the vision algorithms.  

 

 
Figure 8: The VIMANCO Vision System Simulator HMI  

 
In particular the VIMANCO Vision System Simulator 
provides the means (see Figure 8 and Figure 9):  
� To model in 3D the elements of a robotised cell. It 

includes the robots and payloads to be manipulated 
and the models of vision sensors (cameras and 
stereo head). Images quality parameters associated 
to a camera are adjustable, e.g. noise, distortion, 
glare for testing in various conditions. Lighting 
sources associated to cameras but also celestial 
objects (the sun and the moon) are modelled as 
well. 







to the RANSAC algorithm for the second image. The 
resulting pose is illustrated in Figure 17.  
 

 
Figure 16: Inliers of the camera-RANSAC for the second 

image using relative matching 
 

  
Figure 17: Original image and virtually rendered image 

computed by the camera-RANSAC algorithm 
 
The computation of the position of the APFR in the 
fourth image of Figure 15 was not possible because the 
object is overexposed due to the reflection of the metal.  
 
Object Tracking and Visual Servoing are tested 
performing five positioning tasks toward the same 
desired position under different initial positions and 
illumination conditions. For each positioning task we 
repeated the positioning five times in order to check 
experiment repeatability. Measurements are provided 
using the INRIA Afma Robot which precision is 0.1cm 
for translation and 0.5 degree in rotation.  
This robot is able to provide the position of the camera 
in the robot reference frame that is given by the 
homogeneous matrix cMf .  
Accuracy measurements are then handled in two step:  
� Measurement of the desired camera 3D position 

cdMf . 
� Measurement of the camera final position cMf 
� The accuracy is then given by cdMc  = cdMf  

fMc  = 
cdMf  

cMf
-1.cdMc actually measures the position of 

the final camera position with respect to the 
desired one.  

The results of two experiments are illustrated hereafter: 
 

 Tx Ty Tz Rx Ry Rz 
init 0.389 0.147 0.4427 0.4032 0.4493 0.116 
Exp1 -0.0018 0.001 -0.0004 0.003 0.007 -0.002 
Exp2 -0.0021 0.000 0.0002 0.002 0.007 -0.003 
Exp3 -0.0018 0.001 -7.2e-06 0.004 0.007 -0.002 
Exp4 -0.0016 0.0008 -5.6e-07 0.002 0.006 -0.002 
Exp5 -0.0022 0.0010 -1.8e-05 0.003 0.008 -0.003 

 

Initial Image Final Image 

  
 
 

 Tx Ty Tz Rx Ry Rz 
init 0.4647 0.12104  0.5001 0.403 0.449 0.116 
Exp1 -0.0122 -0.0248 0.0032 -0.088 0.045 -0.012 
Exp2 -0.0077 -0.0079 0.0037 -0.023 0.025 -0.009 
Exp3 -0.0099 -0.0073 0.0038 -0.020 0.033 -0.011 
Exp4 -0.0090 -0.0059 0.0034 -0.017 0.031 -0.010 
Exp5 -0.0104 -0.0086 0.0039 -0.024 0.034 -0.012 

 
Initial Image Final Image 

  

 
For additional experimental results with the APFR we 
refer the reader to [6] while videos are available to the 
INRIA - Lagadic site (http://www.irisa.fr/lagadic). 
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