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Avoiding self-occlusions and preserving visibility
by path planning in the image

Youcef Mezouar∗, François Chaumette
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Abstract

In this paper, we address the problem of generating trajectories of some image features in order to control efficiently
a robotic system using an image-based control strategy. First, physically validC2 image trajectories which correspond to
quasi-optimal 3D camera trajectory are performed.Both self-occlusion avoidance and visibility constraintsare taken into
account at the task planning level. The good behavior of image-based control when desired and current camera positions are
close is then exploited to design an efficient control scheme. Real-time experimental results using a camera mounted on the
end effector of a six degree-of-freedom robot confirm the validity of our approach.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Visual servoing schemes are traditionally classified
into two groups, namely, image-based and position-
based[6,8]. Classical approaches are point-to-point-
based, that is the robot must reach a desired goal
configuration starting from a given initial config-
uration. In such approaches, a globally stabilizing
feedback control solution is required. However if
the initial error is large, such a control may product
erratic behavior especially in presence of modeling
errors. For a very simple case, Cowan and Koditschek
[3] describe a globally stabilizing method using nav-
igation function. By composing the error function of
3D Cartesian features and image features, Malis and
Chaumette[11] propose a globally stabilizing solution
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called 21
2D visual servoing for general setup. Clas-

sical image-based visual servoing is a local control
solution. It thus requires the definition of intermedi-
ate subgoals in the sensor space at the task planning
level if the initial error is large. In this approach, the
robot effector is controlled so that the image features
converge to the reference image features. The robot
effector trajectory in the 3D Cartesian space is not
controlled. Such a control can thus provide inadequate
robot motion leading to no optimal or no physically
valid robot trajectory[1]. However, it is well known
that image-based control is locally stable and robust
with respect to modeling errors and noise perturba-
tions. The key idea of our work is to use the local
stability and robustness of image-based servoing by
specifying trajectories to follow in the image. Indeed,
for a trajectory following a local control solution
works properly since current and desired configura-
tions remain close. Only few papers deal with path
planning in image space. In[7], a trajectory generator
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using a stereo system is proposed and applied to obsta-
cle avoidance. An alignment task using intermediate
views of the object synthesized by image morphing is
presented in[18]. A path planning for a straight-line
robot translation observed by a weakly calibrated
stereo system is performed in[16]. In previous work
[13], we have proposed a potential field-based path
planning generator that determines the trajectories in
the image of a set of points lying on a planar target.
In [14], this methodology was extended to non-planar
objects and applied to the joint limit avoidance. In
this paper, we propose to plan the trajectory of an
unknown and not necessarily planar object. Both
self-occlusions and visibility constraints are taken
into account. Contrary to others approaches[2,15]
exploiting the robot redundancy, the self-occlusions
and visibility constraints can be ensured even if all
the robot degrees of freedom are used to realize the
task.

More precisely, we plan the trajectory ofs =
[pT

1 , . . . ,pT
n ]T, composed of the 2× n image coor-

dinates ofn pointsMj lying on an unknown target,
between the initial configurationsi = [pT

1i , . . . ,pT
ni]

T

and the desired ones∗ = [p∗T
1 , . . . ,p∗T

n ]T. Our ap-
proach consists of three phases. In the first one,
the discrete geometric camera path (that ensures
the physical validity of the image trajectories) is
performed as a sequence ofN intermediate cam-
era poses which approaches as much as possible a
straight line in the Cartesian space. In this phase,
the self-occlusion avoidance and the visibility con-
straint are introduced. In the second one, the discrete
geometric trajectory of the target in the image and
the discrete geometric trajectory of the robot in the
joint space are obtained from the camera path. Fi-
nally, continuous and derivable geometric paths in
the image with an associated timing laws∗(t) are
generated and tracked using an image-based control
scheme.

The paper is organized as follows. InSection 2,
we propose a modification of the potential function
method to integrate constraints defined in different
spaces. The method of path planning is presented
in Section 3. In Section 4, we show how to use an
image-based control approach to track the trajecto-
ries. InSection 5, a timing law is associated with the
obtained geometric path. The experimental results are
given inSection 6.

2. Modified potential field method

Our path planning strategy is based on the potential
field method. This method was originally developed
for an on-line collision avoidance[9,10].

2.1. Classical approach

In this approach, the robot motions are under the
influence of an artificial potential field (V ) defined as
the sum of an attractive potential (Va) pulling the robot
toward the goal configuration (ϒ∗) and a repulsive po-
tential (Vr) pushing the robot away from the obstacles.
Motion planning is performed in an iterative fashion.
At each iteration an artificial forceF(ϒ), where the
6 × 1 vectorϒ represents a parameterization of the
robot workspaceW ⊂ R

p, is induced by the potential

function. This force is defined asF(ϒ) = − �∇T
ϒV ,

where �∇T
ϒV denotes the transpose of the gradient

vector ofV at ϒ. Using these conventions,F(ϒ) can
be decomposed as the sum of two vectors,Fa(ϒ) =
− �∇T

ϒVa andFr(ϒ) = − �∇T
ϒVr, which are respectively

called the attractive and repulsive forces. Path genera-
tion proceeds along the direction ofF(ϒ) regarded as
the most promising direction of motion. Thus, each
segment is oriented along the negated gradient of
the potential function computed at the configuration
attained by the previous segment. The discrete-time
trajectory is given by the transition equation:

ϒk+1 = ϒk + εk
F(ϒk)

‖F(ϒk)|| , (1)

wherek is the increment index andεk is a positive
scaling factor denoting the length of thekth incre-
ment. To deal with constraints defined in various
spaces and to control more efficiently the trajectories,
we use a modified potential field method.

2.2. Modified forces

Consider the unconstrained problem:

minV (ϒ), ϒ ∈ R
p.

A classical continuous gradient strategy for finding a
minimum of V consists of makingϒ(t) vary accor-
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ding to the evolution equation:

ϒ̇ = −εQ �∇T
ϒV, (2)

whereε is a positive scalar andQ is a constant positive
matrix. Premultiplying(2) by �∇ϒV , we get:

d

dt
V (ϒ) = −ε �∇ϒVQ �∇T

ϒV ≤ 0. (3)

ThusV decreases with time as long as�∇ϒV = 0, and
remains constant when�∇ϒV = 0. A common and
simple choice forQ is the identity matrixI. In this
case,ϒ moves in the direction opposite to the gradient
atϒ. This strategy is adopted in the classical approach

described previously, whereF = − �∇T
ϒV . Consider

now a potential fieldVf = V (f(ϒ)), wheref is dif-
ferentiable everywhere inW. The evolution equation
of f , whenϒ moves according to(2), is given by

ḟ = −ε
(
∂f
∂ϒ

)
Q �∇T

ϒV

= −ε
(
∂f
∂ϒ

)
Q
(
∂f
∂ϒ

)T
�∇T

f V. (4)

In order thatf moves in the direction opposite to
the gradient ofV at f , the matrixQ can be chosen
adequately:

Q = Qf =
(
∂f
∂ϒ

)+ (
∂f
∂ϒ

)+T

. (5)

Note thatQ is a positive matrix and thus the relation
(3) is verified. The evolutionequation (4)can thus be
rewritten as:

ḟ = −ε �∇T
f V.

The artificial force associated to the potential field
Vf (f(ϒ)) is thus:

Ff (ϒ) = −Q �∇T
ϒVf = −

(
∂f
∂ϒ

)+
�∇T

f Vf . (6)

When several potential functions are considered, the
dominant artificial force derived from the potential
Vf creates a dominant motion off in the direction
opposite to the gradient ofVf at f . In practice, by
using such process, it is more easy to control the
relative influence of each force and thus to control
the camera or the object trajectories. In our case, the
control objective can be formulated as follows: to

transfer the system to a desired point in the sensor
space satisfying the following constraints:

1. the image trajectories correspond to a valid robot
trajectory,

2. all the considered image features remain in the
camera field of view,

3. the self-occlusions of the target image features are
not allowed.

To deal with the first constraint, the motion is firstly
planned in the 3D Cartesian space and then projected
in the image space. The attractive potential (Vϒ )
pulling the robot toward the goal configuration (ϒ∗)
is thus defined in the 3D Cartesian space. The second
and the third constraints are introduced through two
repulsive potentialsV1s andV2s defined in the image.
The total force is given by

F = Fϒ + γF1s + χF2s, (7)

where the scaling factorsγ andχ allow us to adjust
the relative influence of the different forces and can
thus be used to take out of potential local minima.
If a local minimum is reached, a motion is executed
to take out of it by favoring the repulsive force.
According to(6), the artificial forces can be written as
follows:

Fϒ = −
(
∂ϒ

∂ϒ

)+
�∇T

ϒVϒ = − �∇T
ϒVϒ ,

F1s = −
(
∂s
∂r

∂r
∂ϒ

)+
�∇T

s V1s = −M+L+ �∇T
s V1s,

F2s = −
(
∂s
∂r

∂r
∂ϒ

)+
�∇T

s V2s = −M+L+ �∇T
s V2s, (8)

whereM is the Jacobian matrix that relates the vari-
ation of the camera velocityTc = ṙ to the variation
of the chosen parameterizationϒ: Tc = Mϒ̇. The
form of the matrix M will be given in the sequel
for the chosen workspace parameterizations. The
matrix L denotes the interaction matrix related to
s (also called image Jacobian). It links the varia-
tion of the visual features with respect to the cam-
era velocity Tc: ṡ = LTc. For a pointMj with
coordinates [Xj , Y j , Zj ]T in the current camera
frame and coordinatespj = [uj , vj ,1]T, the inter-
action matrixL(pj , Zj ) related tos = [xj , yj ]T is
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given by

a


− 1

Zj
0

xj

Zj
xjyj −(1 + xj

2
) yj

0 − 1

Zj

yj

Zj
(1 + yj

2
) −xjyj −xj


 ,

where [xj , yj ,1]T = A−1pj . The matrixA denotes
a non-singular matrix containing the camera internal
parameters, the matricesA anda are given by

A =




fpu −fpu cot(θ) u0

0
fpv

sin(θ)
v0

0 0 1


 =


 a

u0

v0
0 0 1


 ,

whereu0 andv0 are the pixels coordinates of principal
point,f the focal length,pu andpv the magnifications,
respectively, in theu- and v-directions andθ is the
angle between these axes. Whens is composed of
the image coordinates ofn points, the corresponding
interaction matrix is

L(s,Z) = [LT(p1, Z1), . . . ,LT(pn, Zn)]T.

3. Trajectory planning

We consider that the target model is not available. In
this case, the camera pose cannot be estimated. Only
a scaled Euclidean reconstruction can be obtained by
performing a partial pose estimation as described in
the next subsection. This partial pose estimation and
the relations linking two views of a static object are
then exploited to design a path of the projection of the
unknown object in the image.

3.1. Scaled Euclidean reconstruction

LetF∗ andF be the frames attached to the camera
in its desired and current positions. The rotation ma-
trix and the translation vector betweenF andF∗ are
denoted∗Rc and∗tc, respectively. A target pointMj

with homogeneous coordinatesMj = [Xj , Yj , Zj ,1]
(resp.M∗

j ) in F (resp.F∗) is projected in the camera
image onto a point with homogeneous normalized and
pixel coordinatesmj = [xj , yj ,1]T (resp.m∗

j ) and

pj = [uj , vj ,1]T = Amj (resp.p∗
j ). Consider a 3D

reference planeΠ given inF∗ by �T = [n∗ − d∗],

Fig. 1. Scaled camera trajectory.

wheren∗ is its unitary normal inF∗ and d∗ is the
distance fromΠ to the origin ofF∗ (seeFig. 1). It
is well known that there is a projective homography
matrix G such that:

αjpj = Gp∗
j + βj e with e = −A ∗RT

c
∗tc, (9)

where αj is a positive scaling factor andβj is a
scaling factor null if the target point is linked with
Π . More precisely, if we define the signed distance
dj = d(Mj ,Π) = �M∗

j , we have:

βj = − dj

Z∗
j d

∗ . (10)

If at least four matched points belonging toΠ are
known, Gπ can be estimated by solving a linear
system. Else, at least eight points (three points to
defineΠ and five outside ofΠ ) are necessary to es-
timate the homography matrix by using for example
the linearized algorithm proposed in[11]. Assuming
that the camera calibration is known, the Euclidean
homographyH of planeΠ is estimated as follows:

H = A−1GA (11)

and it can be decomposed into a rotation matrix and
a rank 1 matrix[5]:

H = ∗RT
c − ∗RT

c td∗n∗T with td∗ =
∗tc

d∗ . (12)

From H and the image features, it is thus possible to
determine the camera motion parameters (that is the
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rotation ∗Rc and the scaled translationtd∗ ) and the
vectorn∗ [5]. The structure of the observed scene can
also be determined. For example, the ratio between the
Z-coordinates of a 3D pointMj expressed inF and
the distanced∗, ρj = Zj/d

∗ can be obtained from
∗Rc, td∗ and the image features[11].These parameters
are important since they are used in the path planning
generator and in the control scheme.

3.2. Scaled 3D Cartesian trajectory

The initial homography matrixGi is computed from
si ands∗. According to(11), we obtainHi . Thenn∗ is
estimated, as well as the rotation∗Ri and the scaled
translationtd∗i = ∗ti/d∗ betweenF i (frame linked
to the camera in its initial position) andF∗. If we
choose as partial parameterization of the workspace
ϒ = [tT

d∗ , (uθ)T]T, whereu andθ are the normalized
rotation axis and the rotation angle extracted from∗Rc,
we obtain at the initial and desired robot configurations
ϒi = [tT

d∗i , (uθ)
T
i ]T andϒ∗ = 06×1. The camera path

starting at the initial configurationϒk=0 = ϒi and
ending atϒ∗ = 06×1 is obtained using the transition
equation (1)where the artificial force will be defined
in the sequel.

3.3. Image trajectories

The homography matrixGk of planeΠ relating the
current and desired images can be computed fromϒk

using(11) and (12):

Gk = A(∗RT
k − ∗RT

k td∗kn∗T)A−1. (13)

According to(9), the image coordinates of the points
Mj at timek are given by

µjkpjk = Gkp∗
j + βj ek, (14)

where (refer to(9) and (10))

βj ek = dj

Z∗
j

A∗RT
k td∗k.

Using the previous relation,(14) can be rewritten as:

µjkpjk = Gkp∗
j + d(Mj ,Π)

Z∗
j

A∗RT
k td∗k. (15)

Furthermore, if the relation(15) is applied between
the desired and initial camera positions, we obtain:1

dj

Z∗
j

= sign

(
(µjpji − Gip∗

j )1

(A∗RT
i td∗i )1

) ‖Gip∗
j ∧ pji‖

‖A∗RT
i td∗i ∧ pji‖

.

(16)

Eqs. (13), (15) and (16)allow to computeµjkpjk from
ϒk and the initial and desired visual features. The
image coordinatespjk are then computed by dividing
µjpjk by its last component. Furthermore, the ratio
ρjk, which will be used in the repulsive force and in
the control law, can easily be obtained fromϒk and
mjk = A−1pjk.

3.4. Reaching the goal

The attractive potential fieldVϒ is simply defined as
a parabolic function in order to minimize the distance
between the current position and the desired one:

Vϒ(ϒ) = 1
2‖ϒ − ϒ∗‖2 = 1

2‖ϒ‖2.

The functionVϒ is positive or null and attains its
minimum at ϒ∗, whereVϒ(ϒ∗) = 0. It generates
a force Fϒ that converges linearly toward the goal
configuration:

Fϒ(ϒ) = − �∇T
ϒVϒ = −ϒ. (17)

When the repulsive potentials are not needed, the
transition equation can be written as (refer to(1) and
(17)):

ϒk+1 =
(

1 − εk

‖ϒk‖
)

ϒk.

Thus,ϒk is lying on the straight line passing byϒi

andϒ∗. As a consequence, the translation performed
by the camera is a real straight line sinceϒk is de-
fined with respect to a motionless frame (that isF∗).
However, the object can get out of the camera field of
view and occlusions can occur. To avoid this poten-
tial problems, two repulsive forces are introduced by
deviating the camera trajectory when needed.

1 (v)j is the j th components ofv.
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3.5. Self-occlusions and visibility

3.5.1. Visibility constraint
A pointMj , which projects onto the image plane

at a point with image coordinatespj = [uj , vj ,1]T, is
known as visible ifuj ∈ [um, uM ] andvj ∈ [vm, vM ],
whereum, uM , vm, vM are the limits of the image. The
vector of image featuress is called acceptable if for all
j ∈ {1, . . . , n}, uj ∈ [um+α; uM−α] andvj ∈ [vm+
α; vM − α], whereα is a positive constant denoting
the distance of influence of the image boundary (see
Fig. 2(a)). We denoteC the set of acceptable image
features. One way to create a potential barrier around
the camera field of view, ensuring that all features are
always visible and do not affect the camera motion
when they are sufficiently far enough from the image
limits, is to define the repulsive potentialV1s(s) as
a null scalar ifs ∈ C and as follow if s /∈ C (see
Fig. 2(b)):

−v2
1s log

n∏
j=1

(
1 − uj

uM

)(
1 − uj

um

)(
1 − vj

vM

)

×
(

1 − vj

vm

)
. (18)

In order to obtain a continuous and derivable potential
field V1s, v1s is chosen as a bounded function with
null value in the boundary ofC:

v1s(s)=
n∏

j=1

(uj − uαM)(u
j − uαm)(v

j − vαM)(v
j − vαm),

whereuαm = um + α, uαM = uM − α, vαm = vm + α

and vαM = vM − α. The functionV1s is positive or

Fig. 2. (a) Image limits, (b) repulsive potential for visibility.

null, tends to infinity when at less one selected image
features gets closer to the image limits, and it is null
when all image features are sufficiently far away from
the image limits. The artificial repulsive force deriving
from V1s is

F1s(ϒ) = −M+L+ �∇T
s V1s. (19)

M is the 6× 6 Jacobian matrix that relates the vari-
ation of the camera velocityTc to the variation of
ϒ:

M(d∗) =
[
d∗ ∗RT

k 03×3

03×3 L+
wk

]
.

The computation ofL+
wk can be found in[12]:

L+
wk = I + θk

2
sinc2

(
θk

2

)
[uk]∧

+ (1 − sinc(θk))[uk]2∧,

where [u]∧ denotes the skew symmetric matrix asso-
ciated to the vectoru. The interaction matrix depends
of the depth vectorZ. It cannot be computed directly
from the scaled parameterizationϒ. But the ratio
ρ
j
k = Z

j
k /d

∗ can easily be estimated from the scaled
parameterization and the image features according to
(13). Thus we rewrite the interaction matrixL(s,Z)
as follows:

L(s,�, d∗) =
[

1

d∗ S,Q
]
, (20)

where� = [ρ1
k , . . . , ρ

n
k ], S = [S1T, . . . ,SnT]T and

Q = [Q1T, . . . ,QnT]T are two 2n × 3 matrices inde-
pendent ofd∗:
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Sj = a




− 1

ρ
j
k

0
x
j
k

ρ
j
k

0 − 1

ρ
j
k

y
j
k

ρ
j
k


 ,

Qj = a

[
xjkyjk −1 − xj

2
k yjk

1 + yj
2
k −xjkyjk −xjk

]
.

The vector�∇T
s V1s is easily obtained from(22).

Remark. Note that the product of the matricesM+
andL+ is independent on the unknown parameterd∗.
Thus, the artificial forceF1s is also independent ofd∗.

3.5.2. Self-occlusion avoidance
The goal is to avoid the occlusions of the targetT by

static objects when the camera moves. Let us consider
the projection in the image ofN parts of the static
scenePj (j ∈ {1, . . . , N}), we say that an occlusion
occurs if:

‖Pj − Pi‖ ≤ ζ, (21)

where i = j and ζ is a chosen scaling factor. An
important class of occlusion are characterized by
Pj ⊂ T andPi ⊂ T and are called self-occlusions
(seeFig. 3). The self-occlusions are detected by using
Eq. (21). We denote byO the set of image feature
configurations such that:

‖Pj − Pi‖ ≤ ζ + l,

where l is a scaling factor. In order to avoid the
occlusions, the repulsive potentialV2s is defined as a
null function if s ∈ O and as follows ifs /∈ O (see
Fig. 3(c)):

V2s = −v2
2s log

n∏
i,j=1
j =i

(
1 − ζ

‖Pj − Pi‖
)
. (22)

As for the previous potential function,v2s is chosen
as a bounded function with null value in the boundary
of O. The functionV2s is positive or null, tends to
infinity when Pj is nearPi , and it is null if the set
of considered image features belongs toO. The as-
sociated artificial force is directly obtained from(22)
and (8).

Fig. 3. Image of a rigid target: (a) all the image features are visible,
(b) after camera moved part of the image features are occluded,
and (c) repulsive potential for self-occlusions avoidance.

4. Performing C2 timing law

In the previous subsection, we have obtained dis-
crete trajectories. In order to design continuous and
derivable curves and thus to improve the dynamic
behavior of the system, we use cubic B-spline inter-
polation. The spline interpolation problem is usually
stated as: given data pointsS = {sk|k ∈ 1, . . . , N}
and a set of parameter valuesT = {tk|k ∈ 1, . . . , N},
we have to determine a cubic B-spline curves(t) such
that s(tk) = sk,∀tk. In practice, parameter values are
rarely given. In our case, we can adjust them to the
distribution of the vector of image featuressk or using
the distribution of the camera positionsϒk. In order
to control efficiently the camera velocity, it is more
reasonable to use the distribution of the camera po-
sitions. The time values are thus chosen spacing pro-
portionally to the distances between camera positions
(seeFig. 4):

*tk

*tk+1
= tk+1 − tk

tk+2 − tk+1
= ‖ϒk+1 − ϒk‖

‖ϒk+2 − ϒk+1‖ .

Considering the transitionequation (1), we obtain:

*tk+1 = εk

εk+1
*tk with *t0 = T .
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Fig. 4. Controlling the time along the camera trajectory.

T being the time between two consecutive frames
(chosen for example as the video rate). In practice,εk
is chosen constant, we thus havetk = kT. Given the
data vectorssk and the parameters valuestk, the im-
age data can be interpolated by using a natural cubic
B-spline interpolation and we obtain aC2 function
s(t) defined for(k − 1)*T ≤ t ≤ k*T by

s(t) = Akt
3 + Bkt

2 + Ckt + Dk, (23)

where then × n diagonal matricesAk, Bk, Ck,
Dk are obtained fromS and T . Finally, the ratio
ρ appears in the control law. By using the same

Fig. 5. (a) Initial image, (b) desired images, and (c) planned trajectories without any repulsive potential.

process,�(t) = [ρ1(t), . . . , ρn(t)] is computed from
R = {�k|k ∈ 1, . . . , N} andT .

5. Control scheme

To track the trajectories using an image-based
control scheme, we use the task function approach
introduced by Samson et al.[17]. A vision-based task
functione to be regulated to0 is defined by[4]:

e = L̂+(s(r(t))− s∗(t)).

The time varying vectors∗(t) is the desired trajectory
of s computed as previously explained and the matrix
L̂+ is the pseudo-inverse of a chosen model ofL. The
value ofL at the current desired position is used for
L̂. More precisely:L̂ = L(s∗(t),�∗(t), d̂∗), d̂∗ being
an estimated value ofd∗ (see(20)):

L(s∗(t),�∗(t), d̂∗) =
[

1

d̂∗ S(s∗(t),�∗(t)),Q(s∗(t)).
]

An exponential decay ofe toward0 can be obtained
by imposingė = −λe (λ being a proportional gain),
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the corresponding control law is

Tc = −λe − ∂e
∂t
,

whereTc is the camera velocity sent to the robot con-
troller. If the target is known to be motionless, we have
(∂e/∂t) = −L̂+(∂s∗/∂t) and the camera velocity can
be rewritten as:

Tc = −λe + L̂+ ∂s∗

∂t
,

where the term̂L+(∂s∗/∂t) allows to compensate the
tracking error. More precisely, we have from(23):

∂s∗

∂t
= 3Akt

2 + 2Bkt + Ck, (k − 1)*T ≤ t ≤ k*T .

This control law posses nice degrees of robustness
with respect to modeling errors and noise perturbations
since the error function used as input remains small
and is directly computed from visual features.

6. Experimental results

The proposed methods have been tested on a six
degree-of-freedom eye-in-hand system. The intrinsic
parameters given by the camera manufacturer are used.
Since we were not interested in image processing is-
sues in this paper, the target is composed by eleven
white marks lying on three different planes (P1, P2
and P3, seeFig. 5). The extracted visual features are
the image coordinates of the center of gravity of each
mark. The specified visual task consists in a position-
ing task with respect to an unknown object. The im-
ages corresponding to the initial and desired camera
positions are given inFigs. 5(a) and (b), respectively.
In order to emphasize the importance of the introduced
constraints in the trajectories, we first perform the path
planning without repulsive potential. We can see that
the visual features get out largely of the camera field
of view (seeFig. 5(c)). Thus the servoing cannot be
realized. In the experiment whose results are given in
Fig. 6, only the repulsive potential associated to the
self-occlusions avoidance is activated. In that case, the
visibility constraint is ensured (seeFig. 6(a)), but point
7 is occluded by plane 1 along the planned trajecto-
ries (seeFig. 6(b)). Fig. 6(c) represents the distance
d in the image between point 7 and plane 1. In the

Fig. 6. Experiment without repulsive potential associated to the
self-occlusions avoidance: (a) planned trajectories, (b) the point 7
is occluded by the plane 1, and (c) distance between point 7 and
plane 1.

experiment whose results are given inFig. 7, the two
repulsive potentials are activated and we chooseζ =
dmin = 37 in order to avoid the occlusion of point 7
(seeEq. (21)). The object of interest remains in the
camera field of view (seeFig. 7(a) and (b)) and mark
7 is not occluded (seeFig. 7(c)). The distance between
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Fig. 7. Both the repulsive potentials are activated: (a) planned trajectories, (b) followed trajectories, (c) distance between point 7 and plane
1, (d) errors in image points coordinates (pixels), (e) tracking errors (pixels), and (f) velocities (cm/s and dg/s).

point 7 in the image and plane 1 is always larger than
dmin. The servoing step can thus be realized. The er-
ror on the coordinates of each target point between its
current and its desired location in the image is given in
Fig. 7(d). The convergence of the coordinates to their
desired value demonstrates the correct realization of
the task. The tracking error is plotted inFig. 7(e). It
shows the efficiency of the control scheme (the com-
puted control law is given inFig. 7(f)) since the max-
imal error is always less than 5 pixels.

7. Conclusion

In this paper, we have presented a method ensuring
the convergence for all initial camera position. By
coupling an image-based trajectory generator and an
image-based servoing, the proposed method extends
the well-known stability of image-based servoing
when initial and desired camera location are close to
the case where they are distant. The obtained trajec-
tories provide some good expected properties. First,
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along these trajectories the target remains in the cam-
era field of view and self-occlusions cannot occur.
Second the corresponding robot motion is physically
realizable and the camera trajectory is a straight line
outside the area where the repulsive forces are needed.
Future work will be devoted to generate the trajecto-
ries in image space of complex features in order to
apply our method to complex objects.
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