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Abstract

In this paper, we address the problem of generating trajectories of some image features in order to control efficiently
a robotic system using an image-based control strategy. First, physicallyG/litiage trajectories which correspond to
quasi-optimal 3D camera trajectory are perform@dth self-occlusion avoidance and visibility constraiate taken into
account at the task planning level. The good behavior of image-based control when desired and current camera positions are
close is then exploited to design an efficient control scheme. Real-time experimental results using a camera mounted on the
end effector of a six degree-of-freedom robot confirm the validity of our approach.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction called %D visual servoing for general setup. Clas-
sical image-based visual servoing is a local control
Visual servoing schemes are traditionally classified solution. It thus requires the definition of intermedi-
into two groups, namely, image-based and position- ate subgoals in the sensor space at the task planning
based[6,8]. Classical approaches are point-to-point- level if the initial error is large. In this approach, the
based, that is the robot must reach a desired goalrobot effector is controlled so that the image features
configuration starting from a given initial config- converge to the reference image features. The robot
uration. In such approaches, a globally stabilizing effector trajectory in the 3D Cartesian space is not
feedback control solution is required. However if controlled. Such a control can thus provide inadequate
the initial error is large, such a control may product robot motion leading to no optimal or no physically
erratic behavior especially in presence of modeling valid robot trajectory{1]. However, it is well known
errors. For a very simple case, Cowan and Koditschek that image-based control is locally stable and robust
[3] describe a globally stabilizing method using nav- with respect to modeling errors and noise perturba-
igation function. By composing the error function of tions. The key idea of our work is to use the local
3D Cartesian features and image features, Malis and stability and robustness of image-based servoing by
Chaumettg¢l1] propose a globally stabilizing solution  specifying trajectories to follow in the image. Indeed,
for a trajectory following a local control solution
"+ Corresponding author. works properly since current and desired configura-
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using a stereo system is proposed and applied to obsta2. Modified potential field method

cle avoidance. An alignment task using intermediate

views of the object synthesized by image morphing is  Our path planning strategy is based on the potential
presented irf18]. A path planning for a straight-line  field method. This method was originally developed
robot translation observed by a weakly calibrated for an on-line collision avoidanci®,10].

stereo system is performed [b6]. In previous work
[13], we have proposed a potential field-based path
planning generator that determines the trajectories in
the image of a set of points lying on a planar target.

In [14], this methodology was extended to non-planar - e '
objects and applied to the joint limit avoidance. In influence of an artificial potential field/() defined as

this paper, we propose to plan the trajectory of an the sum of an attract_ive po_tentiala() pulling the_robot
unknown and not necessarily planar object. Both towgrd the goal.conflguratlom‘(*) and a repulsive po-
self-occlusions and visibility constraints are taken t€ntial () pushing the robot away from the obstacles.

into account. Contrary to others approach2sl5] Motion planning is performed in an iterative fashion.

exploiting the robot redundancy, the self-occlusions At €ach iteration an artificial forc&(Y), where the
and visibility constraints can be ensured even if all 6 x 1 vectorY represents a parameterization of the

the robot degrees of freedom are used to realize the fobot workspaceV C R?, is induced by the potential

2.1. Classical approach

In this approach, the robot motions are under the

task. function. This force is defined as(Y) = —ﬂv,
More precisely, we plan the trajectory af = where V.V denotes the transpose of the gradient
[p1.....p 1", composed of the X n image coor-  vector of V at Y. Using these conventions(Y) can

dinates ofn ppinf[sM i Iying on an unlinown te;rgTet, be decomposed as the sum of two vect&gY) =
betwehen the.|n|t|al conflgurﬁosg = [lei+. s Ppil _@I{Va andF,(Y) = _@I{ Vi, which are respectively
and the desired ong” = [p7,....p,"]". Our ap-  cajled the attractive and repulsive forces. Path genera-
proach consists of three phases. In the first one, 4o, proceeds along the direction BfY) regarded as
the discrete geometric camera path (that ensurésyhe most promising direction of motion. Thus, each
the physical validity of the image trajectories) is gegment is oriented along the negated gradient of
performed as a sequence oOf intermediate cam-  {he potential function computed at the configuration
era poses which approaches as much as possible &gajned by the previous segment. The discrete-time

straight line in the Cartesian space. In this phase, aiectory is given by the transition equation:
the self-occlusion avoidance and the visibility con-
straint are introduced. In the second one, the discrete _ F(Yx)

. . . . Yit1=Yi + ep—, 1)
geometric trajectory of the target in the image and IF(Y )
the discrete geometric trajectory of the robot in the ] ) ) ] N
joint space are obtained from the camera path. Fi- Wherek is the increment index anek is a positive
nally, continuous and derivable geometric paths in Sc&ling factor denoting the length of ti¢h incre-
the image with an associated timing last(r) are ment. To deal with constraints defined in various

generated and tracked using an image-based controlSPaces and to_c_ontrol more e_fficiently the trajectories,
scheme. we use a modified potential field method.
The paper is organized as follows. Bection 2
we propose a modification of the potential function 2 2. Modified forces
method to integrate constraints defined in different
spaces. The method of path planning is presented cgnsider the unconstrained problem:
in Section 3 In Section 4 we show how to use an
image-based control approach to track the trajecto- minv(Y), 7Y e R”.
ries. InSection 5 a timing law is associated with the
obtained geometric path. The experimental results are A classical continuous gradient strategy for finding a
given in Section 6 minimum of V consists of makingf (z) vary accor-
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ding to the evolution equation:

Y = —eQVyvV, @)

wheree is a positive scalar an@ is a constant positive
matrix. Premultiplying(2) by VyV, we get:

d .
aﬂdT):—fVTVQV;VSO.

3)
ThusV decreases with time as long sV # 0, and
remains constant wheNyV = 0. A common and
simple choice forQ is the identity matrixl. In this
caseY moves in the direction opposite to the gradien

transfer the system to a desired point in the sensor
space satisfying the following constraints:

1. the image trajectories correspond to a valid robot
trajectory,

2. all the considered image features remain in the
camera field of view,

3. the self-occlusions of the target image features are
not allowed.

To deal with the first constraint, the maotion is firstly
planned in the 3D Cartesian space and then projected

t in the image space. The attractive potentidty)

atY. This strategy is adopted in the classical approach Pulling the robot toward the goal configuratioif ()

described previously, whergé = —ﬂv. Consider
now a potential fieldvy = V(f(Y)), wheref is dif-
ferentiable everywhere inV. The evolution equation
of f, whenY moves according t¢2), is given by

. of -T
f=—¢ (8_T> QVTV

of afF\ =1
=—|— — ) viv.
‘ <8T> Q (aT) f
In order thatf moves in the direction opposite to

the gradient ofV atf, the matrixQ can be chosen
adequately:

af \*t /af \*T
e=a=(57) (i7) -

Note thatQ is a positive matrix and thus the relation
(3) is verified. The evolutiorquation (4)can thus be
rewritten as:

(4)

(®)

f= —eefTV.

The artificial force associated to the potential field
Vs (f(Y)) is thus:

~T of \ " -7
Ff(T)=—QVer=—<8—T> Vi Vi (6)

is thus defined in the 3D Cartesian space. The second
and the third constraints are introduced through two
repulsive potentiald/ys and Vo5 defined in the image.
The total force is given by

F=Fy + yFis+ xFos, (7)
where the scaling factorg and x allow us to adjust
the relative influence of the different forces and can
thus be used to take out of potential local minima.
If a local minimum is reached, a motion is executed
to take out of it by favoring the repulsive force.
According to(6), the artificial forces can be written as
follows:

AT\t -1 =T
FT = — (ﬁ) V’Y‘VT = —VTVY,

asar\t -7 =T
== (grgy) Uit MLV

asar \" o7 =T
FZSZ — (ﬁﬁ) VSVZSZ —M+L+VSV25, (8)
whereM is the Jacobian matrix that relates the vari-
ation of the camera velocityc = f to the variation
of the chosen parameterization: Tc = MY. The
form of the matrixM will be given in the sequel

When several potential functions are considered, the for the chosen workspace parameterizations. The

dominant artificial force derived from the potential
V; creates a dominant motion &fin the direction
opposite to the gradient of; at f. In practice, by

matrix L denotes the interaction matrix related to
s (also called image Jacobian). It links the varia-
tion of the visual features with respect to the cam-

using such process, it is more easy to control the era velocity T¢: § = LTc. For a point M/ with
relative influence of each force and thus to control coordinates X/, Y/, ZJ]_T in the current camera
the camera or the object trajectories. In our case, the frame and coordinateg’/ = [u/, v/, 1]7, the inter-

control objective can be formulated as follows: to

action matrixL (p/, Z/) related tos = [x;, y;]1" is
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given by
1 x/ o . .
—Z 0 Z )ij'/ —(1+Xj2) y'/
a 4 ,
1 yj .2 . .
_Z Z (1+y] ) _x]y./ —x/

where [, y;,1]" = A~1p/. The matrixA denotes
a non-singular matrix containing the camera internal
parameters, the matricésanda are given by

fp,  —fp, cot®) uo

fpv a "o
A — _— V0 = ) s
sin(e
©) 0 0 1
0 0 1

Fig. 1. Scaled camera trajectory.

whereug andug are the pixels coordinates of principal
point, f the focal lengthp, andp, the magnifications,
respectively, in the:- and v-directions and is the
angle between these axes. Whelis composed of
the image coordinates af points, the corresponding
interaction matrix is

wheren* is its unitary normal inF* and d* is the
distance fromlT to the origin of 7* (seeFig. 1. It

is well known that there is a projective homography
matrix G such that:

TR P T e T
L&2Z) =L % 2, L™ 2D a;p; =GP’ + e with e= —A"Rl*te,  (9)

_ _ where «; is a positive scaling factor ang; is a
3. Trajectory planning scaling factor null if the target point is linked with

) ) . IT. More precisely, if we define the signed distance
We consider that the target model is not available. In ;. _ d(M;, IT) = wM*, we have:
9 ]! .

this case, the camera pose cannot be estimated. Only !

a scaled Euclidean reconstruction can be obtained by , _ _ dj 10
) ) - LB = (10)

performing a partial pose estimation as described in Zjd

the next subsection. This partial pose estimation and

the relations linking two views of a static object are

then exploited to design a path of the projection of the

unknown object in the image.

If at least four matched points belonging 6 are
known, G, can be estimated by solving a linear
system. Else, at least eight points (three points to
defineIT and five outside ofT) are necessary to es-
timate the homography matrix by using for example
the linearized algorithm proposed jhl]. Assuming
that the camera calibration is known, the Euclidean
homographyH of planelT is estimated as follows:

3.1. Scaled Euclidean reconstruction

Let 7* andF be the frames attached to the camera
in its desired and current positions. The rotation ma-
trix and the translation vector betweéhand F7* are H=A"1GA (11)
denoted*R. and*tc, respectively. A target point ;
with homogeneous coordinatés; = [X;,Y;, Z;, 1]
(resp.M}f) in F (resp.F*) is projected in the camera
image onto a point with homogeneous normalized and
pixel coordinateam; = [x;, y;, 177 (resp.mj) and

pj = [uj,vj,1]" = Am; (resp.p%). Consider a 3D  FromH and the image features, it is thus possible to
reference plandl given in F* by w' = [n* — d*], determine the camera motion parameters (that is the

and it can be decomposed into a rotation matrix and
a rank 1 matriq5]:
*

t
H="*Rl — *Rltsn*T with t;« = d—C. (12)

*
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rotation *R. and the scaled translatiap+) and the Furthermore, if the relatiofl5) is applied between
vectorn* [5]. The structure of the observed scene can the desired and initial camera positions, we obtain:
also be determined. For example, the ratio between the
Z-coordinates of a 3D poin#; expressed i and di [ (pi —Gip)1

i 7. i —— = sign
the distancel*, p; = Z;/d* can be obtained from 7« (A*RTtze)1

IGip} A piil
IA*R Ttz A pjill

*R¢, tg+ and the image featur¢$1]. These parameters /

are important since they are used in the path planning

generator and in the control scheme.

3.2. Scaled 3D Cartesian trajectory

The initial homography matri; is computed from
s ands*. According to(11), we obtainH;. Thenn* is
estimated, as well as the rotatiéR; and the scaled
translationt«; *t;/d* betweenF' (frame linked
to the camera in its initial position) an@™. If we

choose as partial parameterization of the workspace

Y = [t}., u®)T]", whereu andé are the normalized
rotation axis and the rotation angle extracted frdRyg,

we obtain at the initial and desired robot configurations
Yi = [t).;. u®)]]" andY, = Og.1. The camera path
starting at the initial configuratio,—o = Y; and
ending atY, = Ogx1 is obtained using the transition
equation (1where the artificial force will be defined
in the sequel.

3.3. Image trajectories

The homography matri; of planelT relating the
current and desired images can be computed figm
using(11) and (12)

Gy = ACR] — *RJtgqn*HA™L, (13)
According to(9), the image coordinates of the points
M at timek are given by

ikPik = Gkpj + B, (14)

where (refer tq9) and (10)

d:
Bj€ = Z_]*A*R];rtd*k
J

Using the previous relatior{14) can be rewritten as:

d(M;, I)
1ikPik = Grpj + Z—J*A*R;(rtd*k- (15)

J

(16)

Egs. (13), (15) and (1&llow to computgujkpjk from

Y; and the initial and desired visual features. The
image coordinatepjx are then computed by dividing
w;pjk by its last component. Furthermore, the ratio
Pik,» Which will be used in the repulsive force and in
the control law, can easily be obtained frofi, and
mj = A~ pjc.

3.4. Reaching the goal

The attractive potential fieltly is simply defined as
a parabolic function in order to minimize the distance
between the current position and the desired one:

V() = 31T - Y. 2 = 3712

The function Vy is positive or null and attains its
minimum at Y., where Vy(Y,) = 0. It generates
a force Fy that converges linearly toward the goal
configuration:

=T
Fy(Y)=—-VyVy =-T. a7
When the repulsive potentials are not needed, the
transition equation can be written as (refer(1y and

an):

Ek

Y.
||Tk||)

Thus, Yy is lying on the straight line passing by;
andY.. As a consequence, the translation performed
by the camera is a real straight line simfg is de-
fined with respect to a motionless frame (thatAs).
However, the object can get out of the camera field of
view and occlusions can occur. To avoid this poten-
tial problems, two repulsive forces are introduced by
deviating the camera trajectory when needed.

Yit1 = (1 -

1 (v); is the jth components ofr.
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3.5. Self-occlusions and visibility null, tends to infinity when at less one selected image
features gets closer to the image limits, and it is null
3.5.1. Visibility constraint when all image features are sufficiently far away from
A point M/, which projects onto the image plane the image limits. The artificial repulsive force deriving
at a point with image coordinated = [u/, v/, 1]T, is from Vs is

known as visible ity ; € [uy, uy] andv; € [vm, vyl 4T
whereu,,, uy, v, vy are the limits of the image. The Fis(1) = —-M7L "V Vis. (19)
vector of image featuresis called acceptable ifforall 1 is the 6x 6 Jacobian matrix that relates the vari-

Jefl,....n}ul €lup+a;uy—alandv’ € [v,+ ation of the camera velocit¥¢ to the variation of
oy vy — a] wherew is a positive constant denoting -

the distance of influence of the image boundary (see
Fig. 2(a)). We denote the set of acceptable image M (d* |:d* *RII 03><31|
: . d* = .
features. One way to create a potential barrier around
the camera field of view, ensuring that all features are
always visible and do not affect the camera motion The computation of_+k can be found irf12]:
when they are sufficiently far enough from the image
limits, is to define the repulsive potentidhs(s) as |_ -1+ —smc2< )[uk]A
a null scalar ifs € C and as follow ifs ¢ C (see 2

Fig. 2b)): + (1 — sindB))[ur]?,

_vls log 1—[ (1 _ _) (1 _ ﬂ) (1 _ ﬂ) Where U] denotes the skew symmetric matrix asso-
ciated to the vectoun. The interaction matrix depends

i of the depth vectoZ. It cannot be computed directly
x (1_ U_> (18) from the scaled parameterization. But the ratio
pl = Zj/d* can easily be estimated from the scaled
In order to obtain a continuous and derivable potential Parameterization and the image features according to
field Vis, v1, is chosen as a bounded function with (13). Thus we rewrite the interaction matrix(s, Z)
null value in the boundary af: as follows:

L(sT,d*) = |:di*S, Qi| , (20)

O3x3 L;:k

vi (9= [ [/ —u§p@! —ul)@/ — i — v,

i=t whereT = [p},...,p", S = [S',...,S'T]" and

whereu, = uy + o, u$, = uy — o, V% = vy + o Q=[QY,...,Q""]" are two 2 x 3 matrices inde-
andv}, = vy — «a. The functionVys is positive or pendent of7*:

Fig. 2. (a) Image limits, (b) repulsive potential for visibility.
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S
s—a| " i |
o -1 %
P Pk
szza[xﬂyhz _1_Xf y@}'
14 ylc  —xiyl  —x]

The vector@lvls is easily obtained fron(22).

Remark. Note that the product of the matricés™
andL ™ is independent on the unknown parameter
Thus, the artificial forcé& 1 is also independent af*.

3.5.2. Self-occlusion avoidance
The goal is to avoid the occlusions of the targeby

83

(@) ()

5 -

©

static objects when the camera moves. Let us considerFig- 3. Image of a rigid target: (a) all the image features are visible,

the projection in the image oW parts of the static

sceneP; (j € {1,..., N}), we say that an occlusion
occurs if:
I1P; —Pill <¢, (21)

wherei # j and¢ is a chosen scaling factor. An
important class of occlusion are characterized by
P; c T andP; C T and are called self-occlusions
(seeFig. 3). The self-occlusions are detected by using
Eqg. (21) We denote byO the set of image feature
configurations such that:

IP; —Pill <¢+1,

where [ is a scaling factor. In order to avoid the
occlusions, the repulsive potentigs is defined as a
null function if s € O and as follows ifs ¢ O (see

Fig. 3c)):

- ¢
Vos = —v2. | 1-——).
2s U2s Ogilj_zll( ”P] — Pl”)

j#i

(22)

As for the previous potential functiomy, is chosen
as a bounded function with null value in the boundary
of O. The functionVys is positive or null, tends to
infinity when P; is nearP;, and it is null if the set
of considered image features belongs@o The as-
sociated artificial force is directly obtained frof@2)
and (8)

(b) after camera moved part of the image features are occluded,
and (c) repulsive potential for self-occlusions avoidance.

4. Performing C2 timing law

In the previous subsection, we have obtained dis-
crete trajectories. In order to design continuous and
derivable curves and thus to improve the dynamic
behavior of the system, we use cubic B-spline inter-
polation. The spline interpolation problem is usually
stated as: given data poings = {s|k € 1,..., N}
and a set of parameter valugs= {f|k € 1,..., N},
we have to determine a cubic B-spline cus¢® such
thats(f,) = s, V. In practice, parameter values are
rarely given. In our case, we can adjust them to the
distribution of the vector of image featurgsor using
the distribution of the camera positiong;. In order
to control efficiently the camera velocity, it is more
reasonable to use the distribution of the camera po-
sitions. The time values are thus chosen spacing pro-
portionally to the distances between camera positions
(seeFig. 4):

At ki =t [ Yrgr — Yl
Atgvr B2 —tep1 [ Ckg2 — Yitall

Considering the transitioaquation (1) we obtain:

Ek .
Afp41 = — A, with Afg=T.
Ek+1
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At=T Aty =T processI(¢) = [p1(?), ..., py(¢)] is computed from
R={Trlkel ...,N}andT.

X‘k+ 1 Xk+2

X
5. Control scheme
To track the trajectories using an image-based
Ska

Skl Skez control scheme, we use the task function approach
introduced by Samson et §l.7]. A vision-based task
Fig. 4. Controlling the time along the camera trajectory. functione to be regulated t@ is defined by[4]:

— [+ 3

T being the time between two consecutive frames e=Lisra) =s).
(chosen for example as the video rate). In practige,  The time varying vectos*(¢) is the desired trajectory
is chosen constant, we thus haye= kT. Given the of scomputed as previously explained and the matrix
data vectors; and the parameters valugs the im- L+ is the pseudo-inverse of a chosen model oThe
age data can be interpolated by using a natural cubic value ofL at the current desired position is used for
B-spline interpolation and we obtain @ function L. More preciselyl. = L(s*(¢), T*(¢), d*), d* being
s(t) defined for(k — AT <t < kAT by an estimated value of* (see(20)):

3 2
SO = AT BT Gt 4 D @) Lew, ro.dn = [iS(s*(z>, (o), Q(S*(t))}
where thern x n diagonal matricesA;, By, Cg, d*
D, are obtained fromS and 7. Finally, the ratio An exponential decay of towardQ can be obtained
p appears in the control law. By using the same by imposingé = —Ae (A being a proportional gain),

§ £ & & ¥ B ¥ ¥ § E s

(a) (b)

£ 3 8 8 8 8

#

# & & &

Fig. 5. (a) Initial image, (b) desired images, and (c) planned trajectories without any repulsive potential.
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the corresponding control law is

Te=—-re— % ,

ot
whereT is the camera velocity sent to the robot con-
troller. If the target is known to be motionless, we have
(0e/ar) = —ﬁ*(as*/az) and the camera velocity can
be rewritten as:

., oS
Te=—-re4+LT—,
at
where the term:+(as*/8t) allows to compensate the
tracking error. More precisely, we have frai23):

as*

E::Q.A,(tz + 2Bt +Cr, (k—DAT <t <kAT.

This control law posses nice degrees of robustness
with respect to modeling errors and noise perturbations
since the error function used as input remains small
and is directly computed from visual features.

6. Experimental results ®

The proposed methods have been tested on a six
degree-of-freedom eye-in-hand system. The intrinsic
parameters given by the camera manufacturer are used.
Since we were not interested in image processing is-
sues in this paper, the target is composed by eleven
white marks lying on three different planes (P1, P2
and P3, se€ig. 5. The extracted visual features are
the image coordinates of the center of gravity of each
mark. The specified visual task consists in a position-
ing task with respect to an unknown object. The im-
ages corresponding to the initial and desired camera
positions are given ifrigs. §a) and (b), respectively. ©
In order to emphasize the importance of the introduced
constraints in the trajectories, we first perform the path Fig. 6. Experiment_ without repulsive potgntial _associated to_the
planning without repulsive potential. We can see that _self-occlusmns avoidance: (a) plannec_i trajectories, (b) th(_e point 7

. . is occluded by the plane 1, and (c) distance between point 7 and
the visual features get out largely of the camera field ;¢ 1.
of view (seeFig. 5(c)). Thus the servoing cannot be
realized. In the experiment whose results are given in
Fig. 6, only the repulsive potential associated to the experiment whose results are givenFig. 7, the two
self-occlusions avoidance is activated. In that case, therepulsive potentials are activated and we chapse
visibility constraint is ensured (ségég. 6(a)), but point dmin = 37 in order to avoid the occlusion of point 7
7 is occluded by plane 1 along the planned trajecto- (seeEq. (21). The object of interest remains in the
ries (seeFig. 6(b)). Fig. 6(c) represents the distance camera field of view (seEig. 7(a) and (b)) and mark
d in the image between point 7 and plane 1. In the 7 is notoccluded (sefeig. 7(c)). The distance between
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(e) M

Fig. 7. Both the repulsive potentials are activated: (a) planned trajectories, (b) followed trajectories, (c) distance between point 7 and plane
1, (d) errors in image points coordinates (pixels), (e) tracking errors (pixels), and (f) velocities (cm/s and dg/s).

point 7 in the image and plane 1 is always larger than 7. Conclusion

dmin- The servoing step can thus be realized. The er-

ror on the coordinates of each target point between its  In this paper, we have presented a method ensuring
current and its desired location in the image is given in the convergence for all initial camera position. By
Fig. 7(d). The convergence of the coordinates to their coupling an image-based trajectory generator and an
desired value demonstrates the correct realization of image-based servoing, the proposed method extends
the task. The tracking error is plotted kig. 7(e). It the well-known stability of image-based servoing
shows the efficiency of the control scheme (the com- when initial and desired camera location are close to
puted control law is given ifrig. 7(f)) since the max- the case where they are distant. The obtained trajec-
imal error is always less than 5 pixels. tories provide some good expected properties. First,
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along these trajectories the target remains in the cam-

era field of view and self-occlusions cannot occur.
Second the corresponding robot motion is physically

realizable and the camera trajectory is a straight line
outside the area where the repulsive forces are needed.

Future work will be devoted to generate the trajecto-
ries in image space of complex features in order to
apply our method to complex objects.
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