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#### Abstract

In this paper, we determine the analytical form of the interaction matrix related to any moments that can be computed from binary or segmented images. We then apply this theoretical result to image-based visual servoing by selecting six combinations of moments able to control the six dof of the system. The experimental results we present show that a correct behavior of the system is obtained if we consider either a simple symetrical object, either a planar object with complex and unknown shape.


## 1 Introduction

Image moments have been widely used in computer vision for a very long time, especially for pattern recognition applications $[6,9,8]$. It would be interesting to use them in visual servoing since they provide a generic representation of any object that can be segmented in an image. They also provide a more geometric and intuitive meaning than the features that have been proposed in [3] from the contour of an object. Temptatives of using moments in 2D visual servoing have already been presented in the past (without speaking of course of all the works based on several blobs centroids). The problem was that the analytical form of the interaction matrix related to image moments was not available. This matrix is however essential to design a visual servoing control scheme. That is why, in [1], if the idea of using image moments was expressed rigorously, very coarse approximations were performed in practice to control only 4 dof of a robot using the area, the centroid and the main orientation of an object in the image. Similarly, in [10], a neural networks has been developed to numerically estimate this interaction matrix. The first contribution of this paper is that it presents a method to determine the analytical form of the interaction matrix related to any image moments.
An other objective of using moments in image-based visual servoing is to try to determine features that avoid the potential problems that may appear when
redundant image points coordinates are used: local minima, coupled features that leads to unadequate robot trajectories, etc [2]. In fact, we would like to find again the nice properties of $21 / 2 \mathrm{D}$ visual servoing [7], but using visual features extracted only from the current image (to avoid any partial pose estimation at each iteration of the control scheme, which introduces some sensitivity to image noise). A nice step in that way has been recently presented in [4]. More precisely, we search for six independent visual features such that the corresponding interaction matrix has a maximal decoupled structure, without any singularity, and such that its condition number is as low as possible (to improve the robustness and the numerical stability of the system). The second contribution of this paper is concerned with this objective.

## 2 Interaction matrix of image moments

Let $\mathcal{O}$ be the observed object and $I(t)$ the image aquired by the camera at time $t$. We denote $\mathcal{D}(t)$ the part of $I(t)$ where the object projects, and $\mathcal{C}(t)$ the contour of $\mathcal{D}(t)$. We do not consider in this paper the intensity level of each pixel, which means that either binary images are aquired, either a spatial segmentation algorithm, providing binary images, is first performed on the acquired images. In that case, the moments $m_{i j}$ of $\mathcal{O}$ in the image are defined by:

$$
\begin{equation*}
m_{i j}(t)=\iint_{\mathcal{D}(t)} f(x, y) d x d y \tag{1}
\end{equation*}
$$

where $f(x, y)=x^{i} y^{j}$. We are interested in determining an analytical form describing the time variation $\dot{m}_{i j}$ of moment $m_{i j}$ in function of the relative kinematic screw $\mathbf{T}=\left(\mathbf{V}^{T} \Omega^{T}\right)^{T}$ between the camera and the object, where $\mathbf{V}$ and $\Omega$ represent the translational and rotational velocity components respectively. As for classical geometrical features [5], we will obtain a linear link that can be expressed under the form:

$$
\begin{equation*}
\dot{m}_{i j}=\mathbf{L}_{m_{i j}} \mathbf{T} \tag{2}
\end{equation*}
$$

where $\mathbf{L}_{m_{i j}}$ is called the interaction matrix related to $m_{i j}$.
In (1), the only part that is function of time $t$ is $\mathcal{D}(t)$. The time variation of $m_{i j}$ can thus be obtained from the variation of $\mathcal{C}(t)$. More precisely, we have (see Figure 1):

$$
\begin{equation*}
\dot{m}_{i j}=\oint_{\mathcal{C}(t)} f(x, y) \overrightarrow{\mathbf{x}} \cdot \overrightarrow{\mathbf{n}} d l \tag{3}
\end{equation*}
$$

where $\overrightarrow{\mathbf{x}}$ is the velocity of contour point $\mathbf{x}=(x y)^{T}$, $\overrightarrow{\mathbf{n}}$ is the unitary vector normal to $\mathcal{C}(t)$ at point $\mathbf{x}$, and $d l$ is an infinitesimal element of contour $\mathcal{C}(t)$.
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Figure 1: Time variation of contour $\mathcal{C}(t)$

If the following conditions are satisfied (which is the case in practice):

- $\mathcal{C}(t)$ is continuous by parts,
- vector $f(x, y) \overrightarrow{\dot{\mathbf{x}}}$ is tangent to $\mathcal{D}(t)$ and continuously differentiable, $\forall \mathbf{x} \in \mathcal{D}(t)$,
we can use the famous Green's theorem and write (3) under the form:

$$
\begin{equation*}
\dot{m}_{i j}=\iint_{\mathcal{D}(t)} \operatorname{div}[f(x, y) \overrightarrow{\mathbf{x}}] d x d y \tag{4}
\end{equation*}
$$

By developping (4), we finally obtain:

$$
\begin{equation*}
\dot{m}_{i j}=\iint_{\mathcal{D}}\left[\frac{\partial f}{\partial x} \dot{x}+\frac{\partial f}{\partial y} \dot{y}+f(x, y)\left(\frac{\partial \dot{x}}{\partial x}+\frac{\partial \dot{y}}{\partial y}\right)\right] d x d y \tag{5}
\end{equation*}
$$

In this expression, the terms $\dot{x}, \dot{y}, \frac{\partial \dot{x}}{\partial x}$ and $\frac{\partial \dot{y}}{\partial y}$ can be linearly expressed to the kinematic screw T. Indeed, for any point with coordinates $\mathbf{x}=(x y)^{T}$ in the image whose corresponding 3D point has depth $Z$, we have the well known relation:

$$
\begin{equation*}
\overrightarrow{\mathbf{x}}=\mathbf{L}_{\mathbf{x}} \mathbf{T} \tag{6}
\end{equation*}
$$

where:

$$
\mathbf{L}_{\mathbf{x}}=\left(\begin{array}{cccccc}
-1 / Z & 0 & x / Z & x y & -1-x^{2} & y  \tag{7}\\
0 & -1 / Z & y / Z & 1+y^{2} & -x y & -x
\end{array}\right)
$$

At this step, we consider that the 3D observed object belongs to a continuous surface, which means in other words that we assume that it does not present any depth discontinuity. In that case, the depth of
any 3D object point can be expressed as a continuous function of its image coordinates $x$ and $y$ :

$$
\begin{equation*}
\frac{1}{Z}=\sum_{p \geq 0, q \geq 0} A_{p q} x^{p} y^{q} \tag{8}
\end{equation*}
$$

For instance, if the object is planar, or has a planar limb surface (see [5] for more details), whose equation expressed in the camera frame is given by:

$$
Z=\alpha X+\beta Y+Z_{0}
$$

we have:

$$
\begin{equation*}
\frac{1}{Z}=A x+B y+C \tag{9}
\end{equation*}
$$

where $A=-\alpha / Z_{0}, B=-\beta / Z_{0}$ and $C=1 / Z_{0}$. In the remainder of this paper, we will only consider planar objects. Equation (9) will thus be used instead of (8) to symplify the mathematical developments.
Using (9) in (7), (6) can finally be written:

$$
\left\{\begin{align*}
\dot{x} & =-(A x+B y+C) \cdot V_{x}  \tag{10}\\
& +x(A x+B y+C) \cdot V_{z} \\
& +x y \cdot \Omega_{x}-\left(1+x^{2}\right) \cdot \Omega_{y}+y \cdot \Omega_{z} \\
\dot{y} & =-(A x+B y+C) \cdot V_{y} \\
& +y(A x+B y+C) \cdot V_{z} \\
& +\left(1+y^{2}\right) \cdot \Omega_{x}-x y \cdot \Omega_{y}-x \cdot \Omega_{z}
\end{align*}\right.
$$

from which we deduce:
$\left\{\begin{array}{l}\frac{\partial \dot{x}}{\partial x}=-A V_{x}+(2 A x+B y+C) V_{z}+y \Omega_{x}-2 x \Omega_{y} \\ \frac{\partial \dot{y}}{\partial y}=-B V_{y}+(A x+2 B y+C) V_{z}+2 y \Omega_{x}-x \Omega_{y}\end{array}\right.$
Substituting (10) and (11) in (5), and knowing that $f(x, y)=x^{i} y^{j}, \frac{\partial f}{\partial x}=i x^{i-1} y^{j}$ and $\frac{\partial f}{\partial y}=j x^{i} y^{j-1}$, we can express (5) under the expected form (2). We obtain after simple developments:

$$
\mathbf{L}_{m_{i j}}=\left(\begin{array}{llllll}
m_{v x} & m_{v y} & m_{v z} & m_{w x} & m_{w y} & m_{w z} \tag{12}
\end{array}\right)
$$

where:

$$
\left\{\begin{array}{l}
m_{v x}=-i\left(A m_{i j}+B m_{i-1, j+1}+C m_{i-1, j}\right)-A m_{i j} \\
m_{v y}=-j\left(A m_{i+1, j-1}+B m_{i j}+C m_{i, j-1}\right)-B m_{i j} \\
m_{v z}=(i+j+3)\left(A m_{i+1, j}+B m_{i, j+1}+C m_{i j}\right)-C m_{i j} \\
m_{w x}=(i+j+3) m_{i, j+1}+j m_{i, j-1} \\
m_{w y}=-(i+j+3) m_{i+1, j}-i m_{i-1, j} \\
m_{w z}=i m_{i-1, j+1}-j m_{i+1, j-1}
\end{array}\right.
$$

The time variation of a moment of order $i+j$ can thus be expressed from the moments of order less than $i+j+2$ and from the 3D parameters $A, B$ and $C$. This nice property will allow us to easily use image moments in image-based visual servoing.

## 3 Determination of adequate moments for image-based visual servoing

The main problem is now to determine what are the moments we have to select in a visual servoing control scheme. For that, we first consider the classical moments of low order that are the area $a\left(=m_{00}\right)$, and the coordinates $x_{g}\left(=m_{10} / m_{00}\right)$ and $y_{g}\left(=m_{01} / m_{00}\right)$ of the center of gravity of an object in the image.

The interaction matrices related to these visual features are obtained directly from (12):

$$
\begin{align*}
& \mathbf{L}_{a}=\left(\begin{array}{ccc}
-a A & -a B & a\left(3 / Z_{g}-C\right) \\
3 a y_{g} & -3 a x_{g} & 0
\end{array}\right) \\
& \mathbf{L}_{x_{g}}=\left(\begin{array}{ccc} 
& 0 & x_{g} / Z_{g}+\epsilon_{1} \\
-1 / Z_{g} & 0 & y_{g}
\end{array}\right)  \tag{13}\\
& \mathbf{L}_{y_{g}}=\left(\begin{array}{lll}
y_{g}+n_{11} & -\left(1+x_{g}^{2}+n_{20}\right) & y_{g} / Z_{g}+\epsilon_{2} \\
0 & -1 / Z_{g} & -x_{g}
\end{array}\right)
\end{align*}
$$

with $1 / Z_{g}=A x_{g}+B y_{g}+C, \epsilon_{1}=A n_{20}+B n_{11}$, $\epsilon_{2}=A n_{11}+B n_{02}$ where $n_{20}, n_{02}$ and $n_{11}$ are the normalized centred moments of order 2 :

$$
n_{i j}=4 \mu_{i j} / a \text { with }\left\{\begin{array}{l}
\mu_{20}=m_{20}-a x_{g}^{2} \\
\mu_{02}=m_{02}-a y_{g}^{2} \\
\mu_{11}=m_{11}-a x_{g} y_{g}
\end{array}\right.
$$

We can note that $\dot{a}$ depends linearly of $a$ (we have of course $\dot{a}=0$ if $a=0$ ). Furthermore, when the object is centered and parallel to the image plane ( $A=B=x_{g}=y_{g}=0$ ), we have $\dot{a}=0$ for all camera motions but the expected translation $V_{z}$ along the optical axis.
We can also note that the interaction matrix related to the coordinates of the center of gravity of the object is a generalization of the interaction matrix (7) related to the coordinates of a point. Indeed, for a physical point, we have $n_{20}=n_{11}=n_{02}=0$ and we can set $A=B=0$ in (13) to obtain exactly classical equation (7).
From another point of view, we can say that all previous works in visual servoing that used the coordinates of the center of gravity as visual features ([4] for instance) in fact used with (7) an approximation of the real interaction matrix. However, it was not a crucial problem since closed-loop visual servoing schemes are well known to be robust with respect to such modeling errors.
Finally, it is well known and clear from (13) that $x_{g}$ and $y_{g}$ are mainly related to translational motion $V_{x}$ along camera $x$-axis and rotational motion $\omega_{y}$ around $y$-axis (for $x_{g}$ ), and to translational motion $V_{y}$ and rotational motion $\omega_{x}$ (for $y_{g}$ ).
We now consider the centered moments $\mu_{i j}$. They
are defined by:

$$
\begin{equation*}
\mu_{i j}=\iint_{\mathcal{D}}\left(x-x_{g}\right)^{i}\left(y-y_{g}\right)^{j} d x d y \tag{14}
\end{equation*}
$$

Knowing the relation between $\mu_{i j}$ and the moments $m_{k l}$ of order less than $i+j+1$ :

$$
\begin{equation*}
\mu_{i j}=\sum_{k=0}^{i} \sum_{l=0}^{j}\binom{i}{k}\binom{j}{l}\left(-x_{g}\right)^{i-k}\left(-y_{g}\right)^{j-l} m_{k l} \tag{15}
\end{equation*}
$$

we can determine the interaction matrix related to $\mu_{i j}$ using (12). We can even obtain the analytical form of this matrix expressed with the centered moments by using the reciprocal relation to (15) that links any $m_{k l}$ to the centered moments of order less than $k+l+1$. After some (tedious) developments, we obtain the following simple form:

$$
\mathbf{L}_{\mu_{i j}}=\left(\begin{array}{llllll}
\mu_{v x} & \mu_{v y} & \mu_{v z} & \mu_{w x} & \mu_{w y} & \mu_{w z} \tag{16}
\end{array}\right)
$$

with:

$$
\begin{aligned}
\mu_{v x} & =-(i+1) A \mu_{i j}-i B \mu_{i-1, j+1} \\
\mu_{v y} & =-j A \mu_{i+1, j-1}-(j+1) B \mu_{i j} \\
\mu_{v z} & =-A \mu_{w y}+B \mu_{w x}+(i+j+2) C \mu_{i j} \\
\mu_{w x} & =(i+j+3) \mu_{i, j+1}+i x_{g} \mu_{i-1, j+1} \\
& +(i+2 j+3) y_{g} \mu_{i j}-i n_{11} \mu_{i-1, j}-j n_{02} \mu_{i, j-1} \\
\mu_{w y} & =-(i+j+3) \mu_{i+1, j}-(2 i+j+3) x_{g} \mu_{i j} \\
& -j y_{g} \mu_{i+1, j-1}+i n_{20} \mu_{i-1, j}+j n_{11} \mu_{i, j-1} \\
\mu_{w z} & =i \mu_{i-1, j+1}-j \mu_{i+1, j-1}
\end{aligned}
$$

We can first note that all centered moments are invariant with respect to tranlational motions parallel to the image plane only if the image plane is parallel to the object ( $\mu_{v x}=\mu_{v y}=0$ iff $A=B=0$ ).
Second, we could hope that using as visual features $\mathbf{s}$ the six moments of order less than 3 (that is $\mathbf{s}=\left(\begin{array}{llllll}a & x_{g} & y_{g} & \mu_{20} & \mu_{11} & \mu_{02}\end{array}\right)^{T}$, the six dof of the system could be controlled. However, we can show that the interaction matrix $\mathbf{L}_{\mathbf{s}}$ related to $\mathbf{s}$ is always of maximal rank 5 when symetrical objects appears in the image (such as for example circles, ellipses, squares, and rectangles). Furthermore, for non symetrical objects, even if $\mathbf{L}_{\mathbf{s}}$ is of full rank 6, its condition number is really too high to provide satisfactory results (the control scheme is unstable). Moments of order at least equal to 3 have thus to be involved in the selection of the visual features.
Despite this, an interesting feature can be selected from the moments of order 2 . It is of course the object orientation $\theta$ defined by:

$$
\begin{equation*}
\theta=\frac{1}{2} \arctan \left(\frac{2 \mu_{11}}{\mu_{20}-\mu_{02}}\right) \tag{17}
\end{equation*}
$$

We obtain using (16):

$$
\mathbf{L}_{\theta}=\left(\begin{array}{llllll}
\theta_{v x} & \theta_{v y} & \theta_{v z} & \theta_{w x} & \theta_{w y} & -1 \tag{18}
\end{array}\right)
$$

with: $\left\{\begin{aligned} \theta_{v x} & =\alpha A+\beta B \\ \theta_{v y} & =-\gamma A-\alpha B \\ \theta_{v z} & =-A \theta_{w y}+B \theta_{w x} \\ \theta_{w x} & =-\beta x_{g}+\alpha y_{g}+\delta \\ \theta_{w y} & =\alpha x_{g}-\gamma y_{g}+\nu\end{aligned}\right.$
and $\left\{\begin{aligned} \alpha & =\mu_{11}\left(\mu_{20}+\mu_{02}\right) / \Delta \\ \beta & =\left[2 \mu_{11}^{2}+\mu_{02}\left(\mu_{02}-\mu_{20}\right)\right] / \Delta \\ \gamma & =\left[2 \mu_{11}^{2}+\mu_{20}\left(\mu_{20}-\mu_{02}\right)\right] / \Delta \\ \delta & =5\left[\mu_{12}\left(\mu_{20}-\mu_{02}\right)+\mu_{11}\left(\mu_{03}-\mu_{21}\right)\right] / \Delta \\ \nu & =5\left[\mu_{21}\left(\mu_{02}-\mu_{20}\right)+\mu_{11}\left(\mu_{30}-\mu_{12}\right)\right] / \Delta \\ \Delta & =\left(\mu_{20}-\mu_{02}\right)^{2}+4 \mu_{11}^{2}\end{aligned}\right.$
We can note that $\theta$ is invariant with respect to any translational motion when the object plane is parallel to the image plane ( $A=B=0$ ). Of course, we can also note the direct link between the variation of $\theta$ and the rotational motions $\omega_{z}$ around the optical axis.
We thus have four visual features (coordinates $x_{g}$ and $y_{g}$ of the center of gravity, area $a$, and orientation $\theta$ ) which can be easily obtained from moments of order less than 3 and which are closely related respectively to $V_{x}$ and $\omega_{y}, V_{y}$ and $\omega_{x}, V_{z}$, and $\omega_{z}$. These four features have already been used in the partitioned system presented in [4] (with a more intuitive and approximative modeling of the interaction matrix). The question is now to determine two supplementary visual features in order to decouple $\omega_{y}$ from $V_{x}$ and $\omega_{x}$ from $V_{y}$. For that, the classical skewness terms defined by $S_{x}=\mu_{30} / \mu_{20}^{3 / 2}$ and $S_{y}=\mu_{03} / \mu_{02}^{3 / 2}$ could be used $[9,10]$. However, experiments have shown that a larger convergence domain and a better behavior are obtained using features designed from normalized Hu's invariants [6], intuition, and tests. More precisely, we propose for symetrical objects:

$$
\left\{\begin{array}{l}
s_{x}=\sqrt{a}\left(s_{1} t_{1}+s_{2} t_{2}\right) / K  \tag{19}\\
s_{y}=\sqrt{a}\left(s_{2} t_{1}-s_{1} t_{2}\right) / K
\end{array}\right.
$$

where $\left\{\begin{array}{l}s_{1}=\mu_{03}-3 \mu_{21}, t_{1}=\left(\mu_{20}-\mu_{02}\right)^{2}-4 \mu_{11}^{2} \\ s_{2}=\mu_{30}-3 \mu_{12}, t_{2}=4 \mu_{11}\left(\mu_{20}-\mu_{02}\right), \\ K=\Delta\left(\mu_{20}+\mu_{02}\right)^{\frac{3}{2}}\end{array}\right.$
and, for non symetrical objects:

$$
\left\{\begin{array}{l}
P_{2}=\Delta /\left(\mu_{20}+\mu_{02}\right)^{2}  \tag{20}\\
P_{3}=a\left(s_{1}^{2}+s_{2}^{2}\right) /\left(\mu_{20}+\mu_{02}\right)^{3}
\end{array}\right.
$$

## 4 Experimental results

In the presented experimental results, we have used the classical control law:

$$
\begin{equation*}
\mathbf{T}_{c}=-\lambda \mathbf{L}_{\mathbf{s} \mid \mathbf{s}=\mathbf{s}^{*}}^{+}\left(\mathbf{s}-\mathbf{s}^{*}\right) \tag{21}
\end{equation*}
$$

where $\mathbf{T}_{c}$ is the camera kinematic screw sent to the low level robot controller, $\lambda$ is a positive gain, and $\mathbf{L}_{\mathbf{s} \mid \mathbf{s}=\mathbf{s}^{*}}^{+}$is the pseudo-inverse of the interaction matrix related to s computed for the desired value $\mathrm{s}^{*}$. When six visual features are used, we simply have $\mathbf{L}_{\mathbf{s} \mid \mathbf{s}=\mathbf{s}^{*}}^{+}=\mathbf{L}_{\mathbf{s} \mid \mathbf{s}=\mathbf{s}^{*}}^{-1}$ since $\mathbf{s}$ is chosen such that $\mathbf{L}_{\mathbf{s} \mid \mathbf{s}=\mathbf{s}^{*}}$ is of full rank 6 . Using this control scheme, only the local stability of the systen is demonstrated since the sufficient positivity condition:

$$
\mathbf{L}_{\mathbf{s} \mid \mathbf{s}=\mathbf{s}^{*}}^{+} \mathbf{L}_{\mathbf{s}(\mathbf{t})}>0
$$

is only ensured in a neighborhood of $\mathbf{s}=\mathbf{s}^{*}$ (see [5] for more details). Using $\mathbf{L}_{\mathbf{s}}^{+}$instead of $\mathbf{L}_{\mathbf{s} \mid \mathbf{s}=\mathbf{s}^{*}}^{+}$in control scheme (21) would may give even better results, but we have currently no way to estimate the 3D parameters $A, B$ and $C$ involved in the interaction matrix when objects of unknown shape are considered.

### 4.1 Case of a simple symetrical object

We first consider a simple rectangular object whose corners can easily be tracked in the acquired images. The desired camera position is such that the rectangle is parallel to the image plane, at a range of 50 cm from the camera optical center $(A=B=0, C=2)$, and such that the rectangle is centered and horizontal in the image (see Figure 2.a). The displacement that the camera has to realize is approximatively composed of a rotation of $-35,-20$ and -65 degrees around camera axis $x, y$ and $z$ respectively, and of a translation of $10,-25$ and 15 cm along these axes. The image acquired at the initial camera position is displayed on Figure 2.b.


Figure 2: (a) Desired image, (b) Initial image
Using the coordinates $x_{i}$ and $y_{i}$ of the four corners as visual features, the related interaction matrix computed for the desired value $\mathbf{s}^{*}$ does not present any interesting decoupling properties and we can note that its condition number is approximatively equal to 180 . The obtained results are depicted on Figure 4. Hopefully, the camera reaches its desired position, but we can see that the corners trajectories in the image, as well as the camera trajectory (that can be extrapolated from the computed velocity), are not particularly satisfactory.

We now describe the results obtained for the same experiment exactly but using the six visual features described in Section 3. In practice, we determine the shape of the quadrilateral that corresponds to the image of the rectangle from the position of the corners, and then compute the moments of the quadrilateral. We thus have as visual features:

$$
\mathbf{s}=\left(\begin{array}{llllll}
x_{g} & y_{g} & a & s_{x} & s_{y} & \theta
\end{array}\right)^{T}
$$

whose desired value $\mathbf{s}^{*}$ is given by:

$$
\mathbf{s}=\left(\begin{array}{llllll}
0 & 0 & a^{*} & 0 & 0 & 0
\end{array}\right)^{T}
$$

For that value, the interaction matrix presents excellent decoupling properties since it is upper triangular with only two non null values in the upper part. More precisely, we have:
$\mathbf{L}_{\mathbf{s} \mid \mathbf{s}=\mathbf{s}^{*}}=\left(\begin{array}{rrlccr}-2 & 0 & 0 & 0 & -1.02 & 0 \\ 0 & -2 & 0 & 1.01 & 0 & 0 \\ 0 & 0 & 0.2 & 0 & 0 & 0 \\ 0 & 0 & 0 & -0.15 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0.19 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1\end{array}\right)$
whose condition number is now equal to 17.1. The numerical stability of the system is thus greatly improved using moments-based features instead of points features (gain with scale equal to more than 10). The obtained results are depicted on Figure 5 and 3 . By comparing Figure 4 and 5, we can immediately observe the improvements obtained in the camera and image corners trajectories.


Figure 3: Results for the rectangle using image moments as visual features: Image moments error (m)

### 4.2 Case of a complex object: the "whale"

We finally present the results obtained for a non symetrical planar object whose shape is quite complex (see Figure 6.a and 6.b). In practice, the moments are now computed by simple summations on the binarized images, this simple image processing being performed at the video rate. We now use as visual features:

$$
\mathbf{s}=\left(\begin{array}{llllll}
x_{g} & y_{g} & a & P_{2} & P_{3} & \theta
\end{array}\right)
$$

The numerical value of the interaction matrix computed from the desired image given in Figure 6.a is given by:
$\mathbf{L}_{\mathbf{s} \mid \mathbf{s}=\mathbf{s}^{*}}=\left(\begin{array}{rrllrc}-2 & 0 & 0.09 & 0.01 & -1.04 & 0.01 \\ 0 & -2 & 0.01 & 1.02 & -0.01 & -0.05 \\ 0 & 0 & 0.26 & 0.01 & -0.01 & 0 \\ 0 & 0 & 0 & 0.08 & -0.11 & 0 \\ 0 & 0 & 0 & 0.04 & 0.05 & 0 \\ 0 & 0 & 0 & -0.00 & -0.05 & -1\end{array}\right)$
We can note that $\mathbf{L}_{\mathbf{s} \mid \mathbf{s}=\mathbf{s}^{*}}$ is no more purely triangular (but such a form has not been obtained yet) and presents more non null values in the upper part than previously (mainly because the "whale" is not centered in the desired image). The condition number of $\mathbf{L}_{\mathbf{s} \mid \mathbf{s}=\mathbf{s}^{*}}$ is now equal to 42.1 , which is still far better than using points coordinates in $\mathbf{s}$ (and it would be impossible to use points coordinates in that case).
The results obtained for the same displacement to realize as before are depicted on Figure 6. Even if the decreasing behavior of the visual features is similar for the rectangle and for the "whale" (compare Figure 3 and 6.c), the camera trajectory is a little bit less satisfactory (compare Figure 5.c and 6.d). The convergence is however obtained, even for the large considered displacement, and all the "whale" remains in the camera field of view during the positioning task. We can finally note that the small white part outside the "whale" (see Figure 6.a and 6.b), which is taken into account in the computation of the moments, does not perturb at all the behavior of the system.

## 5 Conclusion

This paper presents a first step to use image moments in visual servoing. The improvements with respect to classical visual servoing seem to be significative since we obtained a generic representation with nice decoupling and stability properties. A lot of works remain however to be done. First, we would like to determine other moments-based visual features to obtain even better results, especially for non symetrical objects. We also have to study the robustness of our scheme with respect to calibration errors and to partial occlusions.
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