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Abstract 

Visual servoing based upon geometrical features such 
as image points coordinates is now well set on.  Never- 
theless, this approach has the drawback that it usually 
needs visual marks o n  the observed object to  retrieve ge- 
ometric features. T h e  idea developed here is that these 
features can be retrieved by integrating dynamic ones, 
which can be estimated without any a priori knowledge 
of the scene. Thus,  more realistic scenes can be used to  
achieve vision-based control such as positioning tasks. 
W e  show that a n  affine model is  insuf ic ient  to  ensure 
convergence and that a quadratic one is  needed. Finally, 
results are presented related t o  the positioning with re- 
spect t o  a complex scene. 

1 Introduction 

The aim of visual servoing, as presented in [l, 21, is 
to control the robot displacements using visual features. 
One of the method used to complete such control laws 
is to apply the task function approach [3] to visual sen- 
sors and is based on the linear relation existing between 
image features variation and camera motion [4]. Geo- 
metric primitives have most often been used until now 
to complete robotic tasks such as positioning with re- 
spect to a given object. For example, visual marks are 
used in [4] to extract geometric features from the im- 
age. Convergence is usually ensured and stable, at least 
when the initial position is in the 3D neighborhood of 
the desired one, and most of these applications run at 
video rate. The major problem encountered is that an 
a priori knowledge of the geometric features is needed. 

To avoid the use of marked objects, a first improve 
was to track points of interest (p.0.i). A necessary con- 
dition for the success of the vision part, is the fact that 
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these points must be significant, meaning corners where 
the spatial gradient is high in two different directions. 
This technique has been used in [5]. The main limita- 
tion is the very high sensitivity to occlusion of the point 
of interest. In [6] ,  the visual features used are param- 
eters of a model of the object contour. In that case, a 
partial and limited occlusion of the object is admitted. 
A last improving is to add an estimation of the contour 
position using the motion in the image. This allows to 
robustify the previous approach in the case of moving 
objects. It has been done in [7] and [8], where, in both 
of these articles, a CAD model of the 3D object is used. 

objects is to use the motion in the image. Indeed, such a 
2D motion is independent of the scene content. There- 
fore, as several algorithms are now able to perform the 
estimation of a model of motion in real-time (meaning 
fast enough to be implemented in robotic loop), such 
as the one presented in [9], it is possible to use such an 
information in a visual servoing scheme. This idea has 
been exploited in [lo, 11, 121. 

Two other studies, close one to the other and pre- 
sented in [13, 141, have been done using the deforma- 
tions of the object of interest in the image in order to 
position a camera with respect to this object. The au- 
thors use the 6 parameters of the affine deformation of 
a planar object in order to reduce the complexity of its 
representation, compared to a B-spline or a snake one. 
In their case, this model is sufficient, but their exist 
several limitations, such as the needing of 3D features 
concerning the orientation and the depth of the object 
in the first article, and a singularity occurs when the 
object is parallel to the camera plane in both methods. 

Our idea is to recover the position of points in the 
image, only by integrating their estimated speed. Such 
an estimation is performed applying a model of motion 
to the current positions of p.0.i. This technique has al- 
ready been used in [15] for the pan and tilt tracking of 
a moving target. In this article, only 2 d.0.f. of the 

Another solution to avoid the problem of using marked 
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camera were constrained since only one point was used. 
Thus, we propose to generalize this approach, by con- 
trolling the whole position of the camera (3 translation 
and 3 rotations) using several points. On the contrary 
of the methods based on the tracking of points in the 
image, multiple occlusions are possible since the posi- 
tions are estimated from a global measurement of the 
scene motion. 

The paper is structured as following. The principle 
of our approach, incuding the retrieval of position from 
speed, the control law, is exposed in Section 2. The 
choice of the p.0.i. is discussed and we show the need 
to use a %parameters quadratic model of motion in- 
stead of a 6-parameters affine one. In Section 3, results 
are displayed concerning the positioning of the camera 
with respect to a complex scene. That is first, the com- 
parison of the method accuracy when using an affine 
or a quadratic model of motion, in the case of simple 
initial errors. Then, complete results are given in the 
case of a complex initial error. Finally, conclusions and 
future works are presented in Section 4. 

2 Principle 

Our aim is to control the robot motion by classi- 
cal image-based techniques, but without any a priori 
knowledge on the image content. The proposed solu- 
tion is to retrieve geometric features by integrating dy- 
namic measurements over time. In practical, this has 
been performed using the robust multi-resolution algo- 
rithm (RMR) presented in [9]. Its robustness is based 
on the rejection of outliers and allows to reach a weakly 
noisy measurment of motion. Therefore, potential drift 
problems due to integration can be avoided. 

2.1 Retrieval of the 2D features 

Let us denote s = (z, y)*, the 2D projection at time t 
of a 3D point M ,  and 9 its apparent speed in the image. 
s can obviously be recovered knowing its projection po- 
sition SO at time 0 and the evolution of B over time, by: 

s = SO + 9i 6ti (in discrete form) (1) 

with Si being the ith measurement of 9 and 6ti, the 
time duration between (i-l)th and ith measurements, 
provided by the computer clock. 

The motion model used to approximate speed in the 
image can be for example a quadratic one with 8 pa- 
rameters as the following one (see [IS]): 

k 

2= 1 

' 

(2) 
= c1 + a1x + a2y + 4122 + q2zy 

c2 + a35 + a4y + q3y2 + q4zy = 

where T = (T,,T,,T,) and R = (R,,R,,R,) repre- 
sent the translation and the rotation speeds between 
the camera and the object frames. 2 = Zp+ylX+y2Y 
is the equation of the planar approximation of the ob- 
ject surface around the considered point, expressed in 
the camera frame. 

Of course, other models, e.g. constant (the restric- 
tion of the presented one to terms c,) or affine (the 
restriction to terms ca and a,) could be used. In fact, 
there is a necessary compromise to find between accu- 
racy of the estimation and computation load. 

Finally, s can be, not only a single point, but a set of 
n points of the image. In the following, it will always be 
the case. Their real 2D-coordinates on the i-th image 
will be denoted s, and their estimations ma,  with: 

sa = ( z l , a , .  . . , ~ n , , ,  yl,z, .  . ., ~ n , z ) *  { ma = ( J l , a ,  . . ., tn,a,  +I,%, . . . ,  +'n,z)* 

2.2 Control law 

Having an estimation of the position of several points 
of the image, it is possible to define a control law, in 
order to bring them to a desired position. To do so, we 
use the principle of the virtual rigid link from [4]. A 
priori, a set of three points is sufficient to ensure such 
a link where 6 d.0.f. are constrained (3 rotations, and 
3 translations). Nevertheless, it has been shown in [17] 
that the system can reach singularities, in particular 
when the optical center is on the cylinder defined by 
the circle circumscribed to these points, with a direction 
orthogonal to the plane of the triangle. Moreover, for 
one position of three points in the image corresponds 
four positions of the camera in the 3D frame. Therefore, 
a redundant information based on four points is used, 
even if in that case, local minima can be reached, if the 
initial position is far from the desired one [18]. 

Vector s is linked to the camera motions by the in- 
teraction relation: 

s = L S  (Tz,~y,Tz,fl, ,fly,Rz)t 

where (T, 0) is the interaction screw of the camera. 
Let s* be the desired positions of the points. The 

task vector (or error vector) is defined as e = C(s - s*), 
where C is a constant chosen matrix. An exponential 
decay of this error leads to the control law: 

(T,R)T = -A (c q - l  z (3) 
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where i: is a measure of e and 2 is an approximation 
of L,, the interaction matrix related to s, which cor- 
responds to l t s  value at convergence using a “manual” 
estimation Z, of the depth Z, of each point. 
h In practic_al, the same value is given to each of these 
2,. Finally, L+ is the pseudo-in_verse of this approxima- 
tion and C is chosen equal to L+. The control is thus 
reduced to: 

(T,  s2)T = - A  z 
Theoretically, the exponential decay will be ensured 

and will remain stable under the sufficient condition [4]: 

Z+L, > 0 

However, the error vector e is in fact not equal to 
C ( s  - s * )  but to C ( o  - s*) .  This difference has an 
influence on the true interaction relation between used 
measurements and the camera motion, and therefore on 
the stability. If we write 6 = L,(T,R)T, the stability 
condition is in fact: 

%+L, > 0 (4) 

and it will be seen in Section 2.4 that such condition ex- 
plains why an affine model is inadequate in some cases. 

Only static objects were considered in this paper be- 
cause of computational load for each iteration. Target 
tracking method was previously developed using ded- 
icated objects [20]. The same method could be used 
on real objects if the current time processing w a  not 
so important and incompatible with the real-time con- 
straints of tracking. 

2.3 Choice of the points of interest (p.0.i.) 

There are only two conditions for the choice of p.0.i.: 
they should appear both in the desired and initial im- 
ages and they must not be a set of three aligned points. 

In practical, to ensure a good observation of the scene 
deformations, the points are chosen sufficiently far one 
from the other. Moreover, the initial matching between 
points on the desired and initial images is performed 
semi-automatically. This means that an extraction of 
several characteristic points is made in the two images. 
This extraction is performed using the classical Harris 
and Stephens method [19]. Then, the operator chooses 
four of them, satisfying the previous conditions. Let us 
denote here, that the precision of this extraction is only 
around one pixel. 

Another thing to be noticed, is that the only use 
of these points is to define the initial error. As their 
position is then estimated using the global motion of 
the scene, there is no need to track them along the 
task. Therefore, they can be hidden without disturbing 
the control, even at  convergence. They can even go out 
of the camera field of view during the servoing. 

- -I/& 0 51 0 -1 $1 - 
. . .  . . .  . . .  

- 1 1 2 4  0 54 0 -1 $4 L, = 
0 -1121 $1 1 0 -G 

. . .  

2.4 Motion model: affine vs. quadratic 

As specified in section 2.1, to retrieve the position 
of each point, the speed is approximated using a poly- 
nomial model of motion. An important question is to 
define which model should be usedsince there is a com- 
promise to find between the swiftness of the estimation 
and its accuracy. In our case, six d.0.f. of the robot are 
constrained. Therefore, a constant model of motion, 
that has been previously used in a tracking task con- 
straining only two rotational d.0.f. [15], is here heavily 
insufficient. 

The affine model includes six parameters. Neverthe- 
less, it is not enough to ensure the correct positioning. 
Actually, using such a model to estimate the points po- 
sitions does not allow to make the distinction between 
a translation along 3?(resp. along $) and a rotation 
around $(resp. around 3). More precisely, in that 
case the link between the discrete variation of s (mean- 
ing the approximation of s by ( s k + l  - s k ) / b t )  is linked 
to the camera motion by the following matrix L,: 

It can never be ensured that the rank of this matrix 
would be 6 .  Therefore, if the rank is inferior to 6, the 
stability condition (4) cannot be respected, as the prod- 
uct L,z+ must be srictly positive. In particular, when 
all the Zi values are equal, meaning when the camera 
is parallel to the scene, the rank of .this matrix is only 
4. In such a case, combinations of T, and fly (resp. 
Ty and 0,) appear in its null space. This explains the 
singularity encountered in [13, 141. 

On the contrary, if the considered model of motion is 
the simplified quadratic one, the corresponding matrix 
L, is equal to: 

L, = 

. The rank of this matrix is always 6.  Therefore, we 
can conclude that it is necessary to use this model. 
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3 Results 

The task has been implemented on a 6 d.0.f. eye-in- 
hand system. The scene which was used is presented 
on figure 1 in the desired configuration. It is composed 
of a main plane with several 3D objects laying on it. 
It is a "real" one in the sense that no dedicated object 
is added. Images were acquired by a SunVideo board 
and all the computation was made on a 170 MHz U1- 
traSparc station. The size of the images was 256x256 
pixels which leads to 500 ms iteration for an affine model 
estimation and 800 ms ones for a quadratic one. 

Figure 1: Observed scene at desired position 

3.1 Affine vs. quadratic model 

The aim of the first experiment was to prove the ne- 
cessity of using the quadratic model of motion. Differ- 
ent initial positions have been considered corresponding 
to simple motions of the camera, meaning a displace- 
ment on only one d.0.f.. Results concerning these ex- 
periments are displayed on table 1. In the first column, 
the displacement between the initial position and the 
desired one is given in the fixed frame. The desired po- 
sition corresponds to the position T = (O,O, 0) and the 
orientation w = (0, 0,O) in this same frame. The second 
and third column gives the final position and orienta- 
tion of the camera using respectively the affine and the 
quadratic model of motion. Positions are given in mm 
and orientation in deg. 

The first thing to notice is that using the quadratic 
model gives strongly better results than using the affine 
one. In the first case, the average error is around 10 
mm in position and less than 1 deg in orientation. On 
the contrary, using the affine model, these errors reach 
more than 170 mm in position and 12 deg in rotation, 
and a divergence is even possible (for example in case 
of a rotation around 3). One can also notice that, 
when the affine model is used, an error in translation 
along is always combined with an error in rotation 
around 3 and vice versa. This proves experimentally 
the necessity of dsing the quadratic model of motion. 

The small residual errors, when using this model, can 
easily be explained by the weak precision of the initial 
extraction of the points (about 1 pixel whereas it is 
about a tenth of a pixel with dedicated objects). 

3.2 A result sequence 

The aim of the following experiment is to show the 
accuracy of our method, even when the initial error is 
large. In that case, only the quadratic model has been 
used as it was shown previously that the affine one is 
inadequate. Several curves related to this experiment 
are displayed below on figure 2. First, one can notice 
that despite the quite important error at the beginning 
(nearly a hundred pixels), the convergence is obtained. 
It is performed without oscillations and it remains sta- 
ble once convergence is reached. 

One image upon ten of the sequence acquired is dis- 
played on figure 3. The difference between the initial 
and desired positions of the camera is important: T = 
(300, 350, -150) (in mm), R = (25, -20, 25) (in deg). 
This can be noticed by the large disparity between ini- 
tial and desired images. On each of image of the se- 
quence, the estimated p.0.i. are designated by a target 
sign. It can be seen that they do not all correspond 
to  corners with a high spatial gradient. Moreover, on 
several of these images, some of them have been hidden. 

It can be noticed that convergence is reached despite 
the occlusion of several p.0.i.. In some cases (for ex- 
ample in the image at the upper right) three of the 
four points are hidden. This only leaves one point visi- 
ble, which is highly insufficient for techniques based on 
the points tracking. Comparing the last image of the 
sequence, meaning the one obtained at convergence, to 
the desired one presented on figure 1, one can obviously 
notice that it is very close. 

4 Conclusion 

In this paper, we have presented a new method to 
position a camera in front of a complex scene. The idea 
exploited is that the position of a point can be retrieved 
by integration, as soon as its speed can be estimated 
at each iteration and its initial position is known. To 
constrain 6 d.o.f., 4 points are thus used. 

The main advantage of our method is that the corre- 
spondence between the current points positions and the 
desired one has to be performed only once, at the be- 
ginning. Therefore, there is no need to  track the p.0.i. 
in the image at each iteration. Moreover, our method 
is not sensitive to occlusion. An important thing to  
underline in our approach is the necessity to estimate 
8 parameters of motion, even if only 6 d.0.f. are con- 
strained. This is due to the insufficiency of the 2D:affine 
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Initial motion 

T, = + 100 mm 

R, = + 10 deg 

T, = - 150 mm 

R, = + 30 deg 

Table 1: Comparison of positions at convergence when using the affine or the quadratic model of motion 

Final position (affine model) 

w = (+9.2, +2.1, 0.0) 
divergence (position when a joint limit is reached) 

Final position (quadratic model) 

w = (+1.3, f1.0, +0.2) 
T = (-36, +133, +20) T = (-9, +15, +7) 

7- = (-5, +12, +5) 
7 = (+64, -358, +276) 
w = (-25.6, -4.6, +1.0) 

7- = (-98, -50, +11) 
w 1 (-3.7, +6.8, +0.6) 

w = (+0.9, +0.4, -0.1) 

T = (+13, -8, 0 )  
w = (-0.6, +0.8, +0.4) 

7- = (-84, +178, +34) T = (-22, +6, -2) 
w (+12.5, +5.8, -0.1) w = (0.0, +1.4, +0.5) 

components 01 the *,,Or l“rrtI0” Translellonal controlled speeds Raational controlled speeds 
too 

60 
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-20 

4 0  
0 M 40 60 60 100 I20 140 160 

Figure 2: Positionning result: a) s - s* (in pixel), b ) T z ,  Ty, T z  (in mm/s), c) flz, R,, R, (in deg/s) 

model of motion to express all the links between 3D mo- 
tions of the camera and the corresponding 2D ones. 

Future works will be held on two levels. First, on 
the practical stage, the initial vision process of points 
matching will be improved in an automatic way. Fi- 
nally, to provide more robustness to our approach, we 
will study the case of less planar scenes. 
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