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Abstract ~ This paper describes some concepts and
results related to the vision-based control approach in
robotics. The basic idea consists in considering a vi-
sion system as a specific sensor dedicated to a task and
included in a control servo-loop. Once the necessary
modeling stage is performed, the framework becomes
the one of automatic control, and, naturally, stabil-
ity and robustness questions arise. Starting from the
task function approach, the general framework of the
control is described, and some stability results are re-
called. The concept of hybrid task is also presented
and applied to visual sensors. Some simulation and
experimental results are finally given.

I. INTRODUCTION

v

Let us consider arigid robot, the state equation of which
1s given by:

I'=M(q)§+ N(g,4,t),dim(g) =dimT) =n (1)

where T is the vector of applied external forces (actua-
tor torques), M is the kinetics energy matrix, N gathers
gravity, centrifugal, Coriolis and friction forces and where
(¢, ¢), the joint position and velocity; is the state vector of
the system. It is assumed that an actuator is associated to
every degree of freedom of the robot. We will also assume
here for simplicity that n = 6.

Decoupling and linearizing (1) in the joint space is triv-
ial as soon as the dynamics is known and computed. How-
ever, control in joint space is generally of little interest for
the user: it is at least wished to control the position (i.e.
location and attitude) of the frame linked to the ‘last’
body of the robot. The ideal decoupling and linearizing
control takes then the form:

P=M(@)JI 7 (g)u+ N(g,d) - M(@)T ™ (0)| T2 (g1 | (2

where J(q) is the robot jacobian (we do not consider here
the case where J(g) falls singular), J;(q),7 = 1, 6, the i-th

row of J(g), and u the new control vector. Neverthe-
less, this kind of control is not suitable in more complex
(and interesting) applications, especially when exterocep-
tive sensors are used. Another working space is then re-

. quired. This situation is a particular case of the more

general ‘control in task space’, developed in [1], which will
be briefly stated in section III.

We will therefore try in the present paper to show how
a control in sensory space, extending in some way the
scheme (2), may be designed, and we will apply this ap-
proach to the case of visual sensors (other cases are ex-
amined in (1] and [2]). It should be emphasized that, in
robotics, this area, known as ‘visual servoing’ or ‘vision-
based control’, is not as largely investigated as classical
robot vision. Some relevant references are (3], [4], [5].
The related works will not be discussed here, since done
in [6], to which we refer the reader.

In fact, modeling aspects and design of the adequate
task function (i.e. of the output space associated to (1))
are the most delicate points, and we shall focus the de-
velopment on these aspects. Section II will be therefore
devoted to general considerations on sensor-environment
interactions; the concept of hybrid task and the specific
case of visual features are presented in section III. Finally
experimental results are presented in section IV.

II. MODELING OF SENSOR-ENVIRONMENT INTERACTION

Let us consider the three-dimensional affine euclidean
space, the related vector space being R>. The configura-
tion space of a rigid body, which is also the frame con-
figuration space, is the Lie group of displacements, SE3
(Special_ Euclidean Group). It is a six-dimensional dif-
ferential manifold, an element of which (a ‘position’) is
denoted as 7.

A. The Interaction Mairiz

We restrict our study to the case where a sensor is com-
pletely defined by a differentiable mapping from SEj to
R?. This assumption implies in particular that, for a given
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sensor, relative environmental modifications of the geo-
metrical kind between the sensor and the scene are the
only ones allowed to make the sensor output varying. This
is true for many kinds of proximity, range force and visual
sensors. Let us now link a frame Fg to the part of envi-
ronment observed by the sensor, and another, Fs, to the
sensor itself. The sensor output s may then be written
s(FEg, Fs). Furthermore, let us assume that the sensor
mobility is got through a generalized coordinate system,
¢, which constitutes a local chart of SE3 (for example
the joint angular positions of a rigid manipulator which
handles a camera). Then, when the observed objects are
autonomously mobile themselves, s may be also written
s = s(q,t), the independent time variable t representing
the contribution of the objects velocity 7. We may finally
write at 7 the basic relation:

$=L{T=L](J()¢-T) (3)

where T = (V Q)7 represents the translational (V) and
rotational () velocities of the frame Fg with respect to
the frame Fs and where LT depends both on the environ-
ment characteristics and on the sensor itself. It therefore
fully characterizes the interaction between a sensor and
its environment, and we thus call it Interaction Matriz.

B. Case of a Visual Sensor

Let us reduce a camera to a perspective projection
model. Without loss of generality, the focal length is as-
sumed to be equal to 1, such that any point m with coor-
dinates z = (z y z)T is projected on the image plane as a
point M with coordinates X = (XY 1)7 with:

X =

[N

z (4)

Differentiating (4) leads to the well known optical flow
equation which provides the interaction matrix related to
X and Y:

X = IL%T
- )
Y = LgT
with:
LY =(-1/z 0 X/z XY -1-X? Y ) (6
Ly =( 0 =1/z Y/z 1+Y? -XY -X) )

Various sensor signals may be generated from image
points. Let us for example consider a 3D segment, limited
by the points m; and m,. It may be represented in the
image either by the coordinates of its end points, M; and
M, (we then have Lx,, Ly,, Lx,, Ly, given by (6)), or by
its length I, its orientation o and the coordinates X, Y.
of its center. In that case, the related interaction screws

may also be easily derived ([7]):

LT =( A1ca A1 8a
Aol = M (Xeca + Yesa)  U[Xccasa + Ye(1 + 52))
~X(1+ cf,) + Yecasa) 0 )
LT = —A18a/l Mca/l
A (Xc3a - cha)/l —XCSZ, + Yicasa
XcCaSa — ch"c,x -1 )
L%, = ( =X 0
A2)(C_Allca/4 ch::+l2casa/4
—(1+ X2 +17c4/4) Ye )
1% = ( 0 x
AzYC—/\llaa/'l 1+}’;2+I2SZ,/4

—X.Y. —Pcasald —Xc )

(M)

with Ay = (21 —22)/ 2122, A2 = (21 +22) /22122, ¢q = cOS €@
and s, = sina.

Other more complex primitives (lines, cylinders, sphe-
res,...) are examined in [7].

C. The Concept of Virtual Linkage

A set of compatible and independent constraints, s —
sq = 0, where sq is a desired sensor value, constitutes a
virtual linkage between the sensor (S) and the objects of
the environment (E).

Let T* be a motion at 7 keeping constant the sensor out-
put component s;, i.e. preserving the satisfaction of the
jth constraint. 7™ is solution of the equation L}“T* =0.
Let us now return to the full sensor output vector, s, with
dimension p. The set of motions T leaving s invariant
is the subspace S* such that S* = Ker LT. The dimen-
sion, N, of S* is called the class of the virtual linkage in
7. Let m = 6 — N, when m = p, the dimension of the
signal vector s is adequate, in the intuitive sense that it
is indeed the number of ‘degrees of freedom’ to be con-
trolled from s. However, the case p > m often offers some
practical advantages, for example because of the filtering
effects or simplification it may induce. We will therefore
include this case in the analysis.

The concept of virtual linkage may be related to the
basic kinematics of contacts, as classically used in the the-
ory of mechanisms and may include the physical linkage
when contact sensors are used. The idea of virtual link-
age will allow us to design the wished sensor-referenced
robotics tasks in a simple way. This will also establish
a connection with the approach known in the literature
as ‘hybrid control’, which is traditionally used in control
schemes involving contact force sensors. This finally shows
that many types of sensors may be used within a single
framework: the one of hybrid tasks which realize virtual
linkages.
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III. TASKS AND CONTROL DESIGN
A. The concept of task function

The dynamic behavior of a rigid manipulator is de-
scribed by (1). The task to be performed may then be
specified as an output function associated to (1). The
problem is indeed well-posed if the passage between the
‘control space’ and the ‘output space’ is regular in some
sense.

More precisely, it may be shown ([1]) that the user’s
objective may in general be expressed as the regulation
to zero of some n-dimensional C? function, e(g,t), called
lask function, during a time interval [0,%,,]. An immediate
example of task functions is e(g,t) = 2(g) — z4(t) where
z4(t) is for example a parametrization of the desired po-
sition of a robot wrist in SE3. When sensors are used, it
appears that the sensor vector s(q,t) has to contribute to
the design of the task function, in a way explained later.

As detailed in [1], the problem of regulating e is well-
posed if e has some specific properties. One of them is the
existence and the unicity of a C? ideal trajectory, ¢-(1),
such that e(q,(¢),t) = 0, Vt € [0,t,,] and ¢,(0) = qo,
where ¢g is a given initial condition. Another one, very
important, is the non-singularity of the task-jacobian ma-
trix g—;(q,t), around ¢,(t). When all the required con-
ditions are satisfied, which will be implicitly assumed in
the following, the task function is said to be ‘admissible’.
Efficient control laws may then be designed.

B. Control and stability

We only give here an intuitive idea of the used approach
and of the obtained results. All the related developments
may be found in [1].

Let us consider the exact decoupling and feedback lin-
earization in the task space: in a way similar to (2), it is
easy to see that an adequate control is:

oe\ "1 9e\ "}
F:M(a—;) u+N—M(a—;) f (3)

3% 2

. — T éfﬁi ; - 7 EZ—E
with f = | ¢ B (¢,) ¢ +28q8t(q’t)q+ 324 (,1)

where E;,i = 1,n, is the i-th row of %. Furthermore,
the control vector u is, for example, a P]_g) feedback of the
form:

u=-AG(pDe+é) (9)

XA and p being positive scalars, G and D being positive
matrices, all to be tuned by the user (a matrix A(n x n)
is positive if zT Az > 0, Yz #0 € R").

The ideal control scheme (8) requires a perfect knowl-
edge of all its components, which is neither possible, nor
even wished. A more realistic approach consists in gener-
alizing the previous control as:

~ -1 ~ ~ ~ -1
- [ Oe de . OJe - - [ de -

(10)

“where the carets point out that models (approximations,

estimates) are used instead of the true terms. The con-
trol (10) includes most of existing schemes: computed
torque, resolved motion rate or acceleration control, in-
direct adaptive control,...

A stability analysis of the system (1) with control (10)
was done by Samson ([1]) in a nonlinear framework.
Two main classes of sufficient stability conditions (in the
sense of the boundedness of ||e(t)||) were then exhibited:
gain conditions (these tuning parameters leave more or
less possibilities to the user) and modeling conditions.
Among them, those related to the robot dynamics are
not too strong in practice, owing for example to the
symmetric-positive definiteness of the kinetics energy ma-
trix. Another sufficient one, much more critical, concerns
the task itself, and has the form:

— -1

Oe [ de

—l=] >o0

¢ (8:})
This essential condition allows to characterize the robust-
ness of the task itself with regard to uncertainties and

approximations. It may be noticed that, when we are in-
terested in the motion of the end effector, we may write

(11)

g—; = %¢ J(q). When J(g) is known andAnonsiilgular,
as we shall assume afterwards, the choice g—; = %Ei_ J(q)

allows the condition (11) to be reduced to:

-1
e [ Be
5 (é?) >0

(12)

C. Hybrid Tasks

In most cases, the space which has to be controlled dur-
ing a robotics task can be splitted in two subspaces: one
is devoted to sensor-based control, the other is used to
satisfy a second objective like a trajectory tracking. Gen-
erally, the problem specification leads in a first step to
defining a sensor-based task vector, ei(q,t), with m <6
independent components, the regulation of which consti-
tutes the part of the global task which requires the use
of exteroceptive sensors. A second objective, for example
a desired sensor motion, might be represented in a first
glance by a second vector ez(g,t). However, e; and e
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would be gathered in a single task vector e(g,t) admissi-
ble. These two tasks would therefore be compatible and
independent, which intuitively means, in terms of virtual
linkage, that the secondary goal may be reached owing
to all the realizable motions left available by the virtual
linkage associated to the sensor-based task.

It may indeed be shown that a more efficient way of
setting the problem consists in embedding it in the frame-
work of task redundancy. In this approach, e; is consid-
ered as priority, and e is defined as the representation of
the constrained minimization of a secondary cost function.
Let us now recall some basic results in this domain, taken
from [8].

We are interested in regulating s around a desired value
sq in order to realize a virtual linkage of class N = 6 — m.
Let us recall that s is of dimension p and that the jacobian
of s in SE3 corresponds to the interaction matrix LT (the
dimension of L, is 6 x p and its rank is m for s = 84).
Let C be a ‘combination matrix’, with dimension m x D,
“such that CLT is of full rank m along the ideal trajectory
¢(t). The main task may then be written:

er = C (s(q,t) — sa) (13)

Let h, with gradient %, be a secondary cost function to
be minimized. Minimizing h under the constraint e; = 0
requires the subspace of motions left free by this constraint
to be determined. This comes back to knowing the null
space, Ker (J;), of the jacobian matrix J; = %‘;1 along
g-(t). In other words, it has to be found any m x n full
rank matrix W such that:

Ker (W) = Ker (Jy) (14)
along ¢,(t). In our case, we have J; = CLT and Ker (J1)
= Ker (LT) = S* for all positions such that s = s,. Thus
property (14) becomes Ker (W) = §*.

Once this matrix is determined, it may rather easily
be shown that a task function minimizing h under the
constraint e; = 0 is:

T
€:W+€1+,B(IG—W+W)@

orF (15)

where § is a positive scalar, W+ is the pseudo-inverse of
W and where (Is — WTW) is an orthogonal projection
operator on the null space of W, i.e. on that of J;.

It clearly appears that the computation of the jacobian
matrix related to (15), required in the control scheme, may
be complex. The positivity condition (12) may then be of
some interest. It may indeed be shown (see [1]) that if the
property:

IWWT =cLTwT >0 (16)

1s satisfied along ¢,(t), then, under ‘normal circum-

stances’, the condition (12) is satisfied by taking % = I;.

For example, (16) may be satisfied by selecting C =
WLZ"‘- ,oreven C = Wli’f+ whe;e L, is an approximation
of L,. The possible choices for L, are discussed in [6].

IV. RESULTS

Several examples, obtained in simulation or with an ex-
perimental testbed, are reported in [6] and [7]. We only
give here a simple illustration of the proposed approach.

Let us suppose that it is wished to set the camera with
respect to a plane object which may be characterized by
four points defining a square. Let us choose as sensor
signals s = (X,,Y.,l1,1s,13,14) where X, and Y, are the
coordinates of the projection in the image of the center of
gravity of the square and where Iy, ...l4 are the length in
the image of the four segments limited by a square vertex
and by the center of gravity of the square.

We choose s4 = (0,0,1,1,1,!) in order that, at a desired
position of the camera, the image of the square is a cen-
tered square with an unconstrained orientation. From (7),
we may easily compute the interaction matrix related to
sa:

~1/za 0 0o 0 -1 0

0 —1/zg 0 1 0 0

T 0 l/za 1sq;, —Pca, 0
Lie=s, 0 0 lfzqg Psa, —Pca, 0 an

0 0 l/zq 12303 —I2Ca;, 0

0 0 If2g Pso, —Pca, 0

where z4 is the desired range from camera to square.
L’Tszsd is always of rank 5 and s—s4 constitutes a virtual
linkage of class 1: S* = (00000 1)7.
Let us now apply the approach of the previous section
for the derivation of e. The matrix W may be chosen as
(Is 0) and the combination matrix as:

—24 0 zaca, /20 zacay /2 z4cay /217 z4ca, /20
0 —za 2d3a, /21 248ay /2% 2480, /2% zasa, /21

C=| 0 0 Zd/41 zd/41 24/41 Zd/41
0 0 50, /207 54, /217 8o [217  sg, /20
0 0 —cay/2P —cay/2 —cay /208 —ca /2P
(18)

since the positivity condition (16) is satisfied in the
neighborhood of the desired positions: indeed, we have
C'Lil;___“W'T =L if,Va; €R, a2 = a1+ 7/2, az = a1+«
and ag = ay — 7/2.

e Remark: If the dimension of the square is unknown,
it is not possible to set the final range z4 from cam-
era to object. Positioning at an unknown range is
however possible by setting the desired length I in
the image and by setting, for example, z4 = 1 in C.
Indeed, we thus have:

crr, WT:<I3/Z" 0 )>0
0 I,

|s=s4

(19)
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The secondary task may consist in specifying a time ro-
tation around axis Z of the camera, for example at a con-
stant velocity w,. The associated secondary cost to be
minimized is h = %(a,(t) — 0,0 — w,t)? with 6,(0) = 6,,.
Therefore 2% = (0 0 0 0 0 (6,(t) - 6,0 — w,t) ).
Note that tasks e; and ez = 6,(¢) — 0,0 — w,t are then
compatible and independent since:

L | 0
'3:( 0 )el+’3(02(t)—0,0—w2t>

In the control law (10), since the condition (16) is satis-

(20)

fied, we can choose —gf = J(q). An expression of the term

% 1s also needed. Considering the task function given

by (20), we have:
+8 ( _?UZ )

de (s
a=(s)

Vector %‘ represents the contribution of a possible au-
tonomous target motion and is in general unknown. The

881

B (21)

choice made in many cases is %C{L = 0. If the target moves,

s ester teare anitiale

ditaal - 10 -

ditonl - 14

it _eater Teure_fingle

era_firnle

this choice may lead to a tracking error. On the other
hand, since in trajectory tracking, the used secondary cost
function allows to know £ (4%), we may choose:

de ( 0
at ~ —W; )

Fig. 1 gives an example of the obtained behavior with
w; = —1.25 dg/s and with # = 1. Left and middle top
windows show respectively initial and final positions of the
camera (symbolized by a pyramid) with respect to the
target. Left and middle bottom windows represent the
associated images. On right windows, the time variation
of ||s—sg4|| and of the components (in cm/s and dg/s) of the
camera. velocity are respectively plotted. The exponential
decreasing of ||s — s4|| and the convergence of the control
law are ensured even for an initial position of the camera
far away from the desired one.

Finally, Fig. 2 presents a sequence of real images ac-
quired during the realization of the same task. The cor-
responding plots, close to the one obtained in simulation,
show the robustness of the approach.

(22)

Fig. 1. Simulation results
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V. CONCLUSION

We described in that work some problems and solutions
related to the control of a robot in a space of visual sen-
sors. One possible development of this work lies in the use
of an adaptive approach of the control scheme. Indeed, if
we may consider that intrinsic system parameters (inertia,
kinematics, camera parameters...) which are not liable to
large variations, may be computed or estimated off-line,
on the contrary, uncertainties on the environment, which
have a strong influence on the control behavior, have to
be considered carefully, especially when objects have au-
tonomous motion or when estimation algorithms are nec-
essary in the control law. Finally, a natural extension
will be to revisit the structure and motion problem from
this new point of view and to embed it in a more general
scheme based on an active vision approach.
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