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INTRODUCTION

ision sensor technology and image process-
t the use of vision data directly into the
t is not utopic anymore. Generally, the ap-
18 theffollowing:_ process vision data into the
nsor, convert data into the frame linked to
f inverse calibration matrix, compute, with
task, the control vector of the robot into
te scene, control the robot using the inverse
s scheme works in open loop with respect to
t take into account inaccuracies and uncer-

ng the processing. Such an approach needs

the problem constraints: sensor geometry
eovision method), the model of the environ-
of the robot. In'some cases, thLis approach

ble but, in many cases, an alternative way

the robot task.in-terms of control directly
This approach is often referred to as Visual
4; Feddema, 1989) or Sensor-Based-Control
and allows to compensate for the perturba-
control scheme. The work described in this
h an approach using a mobile vision sensor
effector of a robot manipulator. It is char-
in points: the use of vision sensor as local
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sensor providing relatively poor instantaneous information but at
a rate consistent with the bandwith of the robot cor ller, and
the exploitation of the vision data into a robust control scheme
based on a task function approach {Samson, 1987).

PROBLEM STATEMENT

Let us consider a vision sensor moving across a three dimensional
environment (3D-scene). We use the classical pinhole approxi-
mation to model the perspective geometry of tlie sensor, and we
assume, without loss of generality, the focal length equal to unity
(Fig. 1). At each time, a point m = (z y )7, linked to an object,
projects onto the image plane as a point M = (X ¥)T with:

(1)

X =z/z ;‘Y =y/z

Fig. 1. Perspective model.
We . assume that the motion of the sensor is fully contro-

" lable and can be characterized by its translational velocity V. =

s case, a closed loop can be really pcrformedb
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(Ve, Ve, Ve, )T and by its rotational velocity . = (R, 9, 0:.)7.
These velocities can be expressed by the velocity screw T, =
(V. Q). In practice, this vision sensor can be mounted on the
end effector of a manipulator or carried by a mobile robot. Due
to the motion of sensor and objects, the point m moves with a
relative velocity screw T' = (V )7 with respect to the camera
frame (C, ., ye, 2c) by means of:

m=V+QxCm (2)

By differentiating" (1) and using (2) , we can derive the well
known equation relating optical flow measurement to 3D structuie
and motion in the scene:

( v ) =H.T with (3)
e 1/ 0 -X/z —XY I‘F"(z -Y
T\ 0 1/z -Y/z -(1+YH) XY X

This equation shows the basic structure of the inferaction
between the vision sensor and its environment. This interaction
depends on the inverse of the depth z of the point expressed in
the camera frame and, generally, without some a priori knowledge



about the environment, it is not possible to know the true value
of the interaction.

Now, let us consider. geometrlcal primitives ‘more complex
than points. In a general way, we assume that a 3D geomet-
rical primitive can be represented as a ‘multidimensional func-
tion h(z,y,2,Q) = 0 which projects onto the image plane un-
der the form ¢(X,Y,R) = 0 where.Q = {Q; ; ¢ = 1,m} and
R = {R;’; i =1,n} are the parameters of the primitives respec-
tively in the 3D scene and in the image plane.

From these assumptions, an important part of the visual ser-
voing problem will be devoted to find, for a given 3D primitive, a
well suited parametrization of ¢ (minimal and without singularity
of representation) and to estabhsh the 1nteract10n screw Hy(R, Q)
such that:

Ri= H{RQ)T 4.

The following section is dévot_ed to the.definition of a set of
clementary visual signals and their associated virtual linkage from
» a set of low level geometrical prinzictives. \ ~

VISUAL S

NALS
N
Assuming that ¢ is a C! function, let

derive a general solution
for computing Hi(R, Q): ——

fX.Y,R)=0, V= §(X,Y,R) =0, (5)
after developinents, we oBtain:
Og 995 Og-
Y .
; At = "axX oy ©)

V(X,Y) such that ¢(X,Y,R)=0

Eq. (6) allows us to relate the variation of the parameters
R; which characterizes the 2D primitive in the image plane to
the optical flow components and thus, to the velocity screw of
the camera by means of Eq. (3). An elementary visual signal
will be defined as a function s = f(R;,;---,Ry) characterizing

usual geometrical properties in the image like distance between -

two points, orientation between two lines, surface, mass centroid
and so on.

Furthermore, let us search for a velocity screw T* such that
§=0, iie. the elementary signal is invariant with respect to the
“motion T*. T*is a solution of:

H.T*=0%&T" € Ker(H). (7y

L1kew1se considering the set of elementary signals S = (s1,...
. 8p)T, we have § = H.T with H = (H1, -, Hy)Y. The.velocity
screw T, leaving S unchanged, belongs to Ker(H). - The set
(S; H) constitutes a virtual linkage (Espiau, 1987).

This concept is an extension of the classical one used in the
description of mechanical contacts between rigid bodies. Its class,
N {number of "allowed motions”), is.the dimension of Ker(H).
The concept of virtual linkage is an easy way for the user to specify
the task he wishes to realize through the visual signals. It allows
to determine the motions which may be sensor-controlled and the
ones which remain free. '

Case of points.
The equation of h and g are trivial, and again, we find the classic

optical flow equation:

X—Al ‘—" 0

rT~2,=0
h:{ y~y=0 ——>g:{y Y. = 0 (8)
2;21:0 !

. noise,..

From the Egs. {6) and (3), we have:

Xl = Hl . T .

Y, = m T with | (9)
H o= [1/n 0 —Xifz —X:Yi 1+X} -V ]
H2 ; [0 1/21 —)/1/21 —(1+}/12) X1Y1 Xl]

Finally, we can define two elementary visual signal s; = X
and s; = Y} . The set (§ = (5159)T 5 H = (HyH,)T) constitutes &
virtual linkage of class 4. A basis of Ker(H) can be easily found.
for example:

X; 0 z(1+X24Y72) 0

)/1 0 0 N 21(1+X12+Y12)

1 0 0 0

0 Xi XY 14X (10)
0 Y  —(1+7p) X,

0 1 ¢ 0

Each velocity screw 7™ which belongs to Ker(H) leaves un-
changed the projection of the 3D point. in the image plane.

Other elementary visual signal based on points. : In many
cases, it can be fruitful to consider more relevant signals with
regard to the task. For example, let us consider the distance
squared between two points:

s=Lh= (X - X)) + (i - 5)° (11)

We have:
s=2(X;

Using Eq. (3), we obtain é = H T with:

| 2 (X1 = Xo)(1/ 20— 1/2)

= Xp)(X — X))+ 2V - Y)Y~ Ya) - (12) |

2 (% - Y2)(1/ms — /)

2 [(Xl )(X2/22 X1/21)
+HY = Vi) (03/2 — Vi)
H'= 1 (5 — Xa) (Y - Xa¥h) (13)

B =T )

2[(Xy = X,)(X2 - X2)+
(Y1 — ¥5)(X1Y; — X, 10)]
4]

In a similar manner, it is possible to compute the interaction
screw of any visual signal representing geometrical characteristics
based on points as mass centroid, surface, orientation of inertial
axis and so on.

Case of lines

For many reasons - (accuracy, robustness with regard to the
' .) it is-often interesting to use in image analysis more
structured primitives instead of simple points. In the case of vi-
sual servoing, using lines as primitives seems to be natural. A 3D
line. will be represénted by two planes which intersect:

(11.'177+ bly +cz+ dl =0

T+ by + ez +dy=0 (14)

h‘(m,yaz7 Q) : {
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- A 3D line in the scene projects onto the image plane as a 2D
line (except on.the degenerate case d; = dy = 0) the equation of

which is g(X,Y, R):

(a1d2 - agdl)X + (b]dz - bzdl)y + (Cldg - ngl) =0

Some attention h
tion of the 2D line (i.
previously, 1t has to.

non-ambiguous maner.

Representation (a, b). :

(15)

s to be taken concerning the parametriza-
e. the choice of R). As we have underlined
be minimal in order to compute R; in an

sentation of a 2D lin
Y =aX+5b X =

Y + b) for representing 2D lines into the

cartesian space (i.e. the lines: X =1 and Y = I belongs to two

different, charts). If w
visual signals, the co
during the passage fr

use the parameters a and b as elementary
dition of differentiability is not preserved
m one chart to the other. For this reason,

we prefer an other representation of the 2D lines.

Representation (p

o XY, R:

D Xcosl+Ysind—p=0,0¢]—n/2,x/2

). : - We choose R = {p,0} and we have

deriving this equation from Eq. (6) gives:

p+ (Xsind — Ycosd)d = cosfX + sinfY , V(X,Y) e D (17)

finally, using Eqs.

(3), (14), (16), we obtain:

6 = (Afcosh Msind —Ap)-V (18)
+ (pcosd psind 1)-9
p o= (Agcosh dgsind - Xgp) -V (19)
+ (=1 + p*)sind. (1 + p*)cosf 0)-Q

with Ay = (bycosf — aysin8)/d]l and A, =

pbising)/dl.
Egs. (18) and (19

—(¢; + paycosh +

define the interaction screws associated

Let us consider the classical repre-
e. This parametrization needs two charts

(16)

to p and 4. Typically, the vector § = (p )T will be used to
characterize a 2D line, but if necessary, we will be able to control
some other characteristics like, for instance, orientation between
two lines (s = |6; ~ .9lz|) or all other measurement built from 6
and p. C

Case of circles ‘

In a similar manner, let us consider a circle in the 3D scene as a
sphere which intersects a plane. We have'h(z,y,2,Q):

(2~ 20) 4 (y — o) + (2 —20)* = =0 (20)
(2 = 20) ~| oz = z0) — By — y0) =0
It projects onto the image plane as an ellipse g(X, Y, R):
(X —Xc+elY — Yc))2 N Y - Yo — +e(X — )(c))_2 120
a?(1 + e?) b2(1 + €?) v
(21)

- After some tedious develo_pn}ents, we can relate the variation
‘of the parameters of the ellipse to the motion into the 3D scene
by means of the interaction screws such that:

Xo
Yo

=H.T (22)

e B o

VISUAL SENSING AND TASK FUNCTION

So far, we have defined a set of elementary vision signals. In
this section, we will investigate some ways of using these signals
in a robust control scheme based on a task function approach.
The problem can be stated as follows: is it possible to specify
a robotic task in terms of reaching a particular configuration.

“which is constituted of a set of features in the image frame? If

so, from a running observation of these features in the image,
are we able to perform this task? This means that we have to
design a control scheme which allows us to reach this particular
configuration (target image). Let us consider an example: a task
for a mobile robot consists in going to the front of a door at a given
distance. This task may be translated in the image frame.by the
following: match in the image a set of polygonal lines which can
be associated with the model of the door, control the motion of
the robot to bring these lines to form a rectangle centered in the
image frame, with two horizontal and vertical lines, the surface of
which is equal to a given value. ’

For a given robotic task, we have to choose, using the concept
of virtual linkage, a set $ of visual signals which allows to perform
the task. Then, we define a task vector e(t) such that e(t) = S(1)—
$* where $* can be considered as a reference image target ta-be
reached in the image frame and S(t) as the visual signals currently
observed by the camera. Considering the control problem as an
output regulation problem, we can assume that the concerned.
task is perfectly achieved if e(t) = 0. We focus on the robustness
with respect to the uncertainties on the interactions by using a
gradient-based approach: in this approach, it is possible to define
an error function (= ||e(t)||) and to express the regulation problem
as a minimization problem. Under these assumptions, we may
choose as camera control vector, expressed in the camera frame:

T, =y C e(t) (23)
where g > 0 and C is a constant matrix. We have:
é= § = H(R(),Q() T (24)
with T = —~T, and, from E‘q. (23), we obtain:
¢ =~ H(R(1),Q(1)) . C e(t) (25)

An exponential convergence will be ensured under the follow-
ing sufficient condition (Samson, 1987):

H(R(t),Q1)).C >0, Vt (26)
in the sense that a n X n matrix A is positive if 7 Az > 0 for

any nonzero z € R™® (i.e. the eigenvalues of A 4 A7 are positive).”
Using the change of variable ¢(t) = Ce(t), we have:

§ = Cé=—pC.HR(®),Q).C e(t) 2
= —uC. H(R(),Q() q(t) (28)

An other sufficient convergence. condition may therefore be
obtained: i
C.H(R(),Q() >0, V1

A good and simple way to try to ensure this matrix positivity
is to enforce H(R*.Q*).C = I, or C.H(R*.Q*) = I, (where I,
represents the n x n identity matrix) for the equilibrium position
S .= S*. If H(R*. Q) is rectangular (p # 6) or not full-rank
(N > 0), C may be chosen as the pseudo-inverse of H(R*.Q").

Obviously, the above presented results ensure the-positivity
only at the vicinity of the equilibrium position where § = ™. Far
from this position, the convergence property is not always insured.

(29)
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101tunately, the positivity of H.C or C.H isonly a sufficient con-
dition and, as we will see in the next section, the convergence and
the stability is always ensured in practice. | '

Let us note that the computation of C depends on the param-

eters R* referring to the image and on the parameters Q* referring -
to the 3D scene. These parameters are chosen during the defini-

tion of. the task, and, with some a priori knowledge on the shape

and on the dimensions of the considered 3D-objects, the parame- -

ters R* and Q" can be exactly computed. For example, if the task
consists in going to the front of a door, we have to assume that
there is a door in the scene, and, to stop at a given distance of
that-door, we have to know its dimensions to compute the exact
image target to be reached.

But, in many cases, the shape assumption is the only one
which is necessary: 1ndeed, if the interaction screw H can be
factorized in a product of two matrices such that:
B(R*) - D(R*, @)

H(R,Q) = (30)

Some results are given in Fig. 3: the two top windows present
the relative attitude of the camera (symbolized by a pyramid)
and the target viewed by an outside observer. The two bottom
wmdows present the target as seen by the camera. The windows
on the'left correspond to.the initial position andthe windows
in the centér to the final one. 'The two windows.on the right
show the behaviour of the efror [je(t)|] (top window) and of each
component of the control vector T, during the visual servoing
(bottom window).

Let us note that, durmg this simulation, the image noise ha.d a’

" normal distribution with zero mean and standard deviation of two

pixels, and that the control vector noise had a normal distribution
with zero mean and standard dev1at1on of 1l cmin transla,tlon and
two degrees in rotation.

As shown on Fig. 3; the convergence to the desxred image

- target is performed in spite of the distant initial position. The

where D(R*, @*) is & positive diagonal matrix, we can choose’

a control matrix C such that C' is the pseudo inverse of B{R")
since the convergence condition C.B(R”).D(R*, Q") positive is al-
ways verified. For instance; when the target is constituted by 3D

points and when the desired position is such:that the target is par- -

allel to the image plane, the matrix D(R*, Q*) has the following
form: ’
13/2* | .

_—— T

0
=" being the unknown distance between ‘the target and the
image plane. Any arbitrary distance # can be used to compute
the image target to be reached, but it is impossible, without the

-0

D(R, Q") = (31

assumption of the dimensions of the objéct, to know the final

distance between the target'and the image plane.

Finally, let us remark that the a,pproa,ch described above con-
* siders that the objects of the scene may be mobile with an un-
known motion consistent with the sampling of the servocontroller
_ loop. Indeed, the motion of the objects will be compensated by a
motion of the camera in order to obtain the chosenimage target.

RESULTS

The apploach developped in this paper. has been validated both
in simulation and in an experimental” cell constituted by~ a
CCD- camera mournted on the end-eﬁector of a'6dof. manipulator
(Cha.urnette 1989). '

* Simulation results

In this section, three different tasks are described: the first one
is based on using points as elementary visual signals, the second
one on using lines; and the last one on- using circles. '

Case of points. :* The ‘ﬁfst simulated task -consists in posi-

tioning the .camera with respect to a square in order to obtain

a centéred square in the image such that its sides -are parallet
to the image axes.. The coordinates of each square corner are
. taken as elementary visual signals: § = (X1,...; X4,Y1,...é Yi)L.
The image target to be reached is figed to S* =
A A, —A, ~A)T where A = L/22*, L being the lenght of the
square side and z* being the desired distance between the image
plane and the square. The 8 x 8 control matrix Cis chosen as
the pseudo inverse of the interaction-screw assoc1ated to S" and
computed using Eq. (9). '

same experiments are successfully performed when the target is
moving through the scene with any motion con51stent with the
sampling of the servocontroller loop.”

Case of lines. : Let us now consider a task aimed to position
a camera with respect t0 a ‘road’, which is symbolized by three
parallel straight lines in a plane (lateral and central white bands).
The goal position is such that

‘e the camera lies at a helght y™ at the middle of the right lane;

¢ the camera axis Z coincides Wlth its- dlrectlon and its axis §
_ is vertical. ’ :

Naturzadly7 the representation (p,0) is used to characterize each
2D-line, and, from these assumptlons, it is possible to build the
desived image target

- +y* =0 8 = arctan(~1/4y") '
- '+*=0' { 6z = arctan(l/4y*
mar) { U2 S { R
oy L +y*=0 0*——a,rctan 3l/4
e+ { TP, = 2R

From Eqgs. (18) and (19), it is easy to compute the interaction

" screw H associated to $* = (pl,el,pQ, s 05, 8T

(_A7 A7 A7 —:Av -

— cos® 0} /y*

—cosbisinfy/y* 0 0
0 0 0 sindt

= ‘-—cosz.@;/ﬂy* —cosf3sin b3 /y* 0 0
o 0 0 sind;

—cos? 03]y* — cos03s1n0 /y 0 0
0 0 0 sind:

. (35).
of class 1: the
In Fig. 4, configurated as

The set (S;H) constitutes a virtual linkage
allowed metion is the translation V,,.

. Fig. 3, this. motion has been ﬁxed to Tem/s. The control law uses
" the others degrees of freedom of the camera to reach the desired

image target.

‘Case of circles. : - The same approach is used for poéitioning

‘the camera in front of a tube in order to obtain two centered

_congentric circles in the image.

.are the desired. radii.

The set (S = (X, Y, 01:b,
Xy Yoyy a2, 50)T i H) constitutes.a virtual linkage of class 1 at the
copfiguration $* ='(0,0, Ry, Ry;0,0 Rz,Rz) where Ry and R,
The allowed motxon is the rotation {1.,,

fixed to 4.5 degrees/s in Fig. 5,
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by Eq. (??
experimentally shown |to be robust, even for rather large initial
position errors. Figure6 presents on the first hand, the sequence
of images during the positioning task from the initial position to
the final one, on the second hand, the behaviour of {|e| as in the
‘simulation case, and the behakur of each elementary sxgnal error
(s — 8!) involved in the control loop.

s

Figurj 2: Experimental Testbed '

CONCLUSION

|

" This paper has adresseL the problem of using vision data directly
as an input to the rofot control loop. This approach is char-
. acterized by the useof vision sensor as local sensor, and by the

. '‘exploitation of the vision data into a robust control scheme.. -
Concerning the first point, vision data are modelled as a set of
elementary visual signals. The interaction between the sensor and
the scene can be descri%ed by a sctew which relates the behaviour

of the signals to the relative motion between the camera and the

objects.’ v
Concerning the second point, we have proposed a robust con-
- trol scheme based on { task function approach. The proBlem of
control can be stated as a-problem of regulation directly into the
image frame. - From tae desired -fmage target and the currently
image observed by the camera, it is possible to define an error
function and to express the regulation problem as a minimization
problem. In this case, |a class of control based on gradient tech-
niques and a choice of the control m/atrix based on the interaction
screw allow to perform corlectly the task with good convergence
p}opel ties.
In the near future,
programming complex robotics tasks in. terms of a succession of
" elernentary subtasks w}'\ich can be performed using the approach
described in this paper. '

)- The choice of the control matrix has therefore been
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‘Fig. 3. Positioning in front of a square (with noise).

INRIA -



nnnnnnnnnnnnnnnnnn

--------
<<<<<<<<<

S

Fig. 4. Positioning and moving over a road (without noise).

- Fig. 5. Positioning in front of a tube (without noise).

Fig. 6. Real experiment,.
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